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Microanalysis capabilities of the microspectroscopy beamline at the Australian Synchrotron

D. Paterson
Australian Synchrotron, Clayton VIC, Australia

Introduction
This highly specialised beamline at the Australian Synchrotron [1] will provide sub-micron spatial resolution with the highest flux possible and an energy tuning range of 4.5–25 keV using an in-vacuum undulator source. It will combine 2D mapping with μ-XRF, μ-XANES and μ-XAFS for elemental and chemical microanalysis to solve problems requiring micron and sub-micron resolutions.

Performance goals and design
The primary beamline goal is to achieve sub-micron spatial resolution, 100–200 nm, at energy resolutions approaching 1/10,000 [2]. This spatial resolution will be achieved without compromising flux, as the beamline will simultaneously achieve detection sensitivities to sub-ppm levels. The beamline will have the flexibility to trade-off one parameter against gains in certain attributes, as dictated by the application. For example, gains in sensitivity will be achieved for certain fluorescence applications by reduced spatial and/or energy resolution. Options for trading flux and spatial resolution will include swapping between Fresnel zone plates and Kirkpatrick-Baez (KB) mirrors see Figure 1. Fresnel zone plates are intended for the highest resolution applications, while the KB mirrors shall be used for applications where achromatic focusing and highest sensitivity are required.

Microanalysis capabilities
The beamline will accommodate a diverse range of materials, environmental and biological science applications with greatly contrasting sample formats, sample composition and anticipated detector count rates. Many applications, such as cell biology, medicine and plant biology, will tend to have samples with a low areal density and adequate sensitivity will be attained by the highest possible photon fluxes. In some cases high flux will be attained without compromising the desired spatial resolution by lowering the incident energy resolution.

Detectors
State-of-the-art detectors will be used including a new spectroscopy detector system under development by BNL and CSIRO that combines a large planar silicon detector array, custom pulse-processing, and a pipelined, parallel processor with embedded dynamic analysis image projection [3]. A feasibility and design study has been completed for a 384 element detector which aims at large solid-angle, close coupling to stage control and count-rates approaching $10^5$ events/second, with full real-time processing and deconvoluted image projection [4].

Conclusions
The Microspectroscopy Beamline will commence operation in mid 2008. The anticipated performance of the beamline will be presented and some research applications relevant to the Australian research and microanalysis communities will be discussed.
References
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Fig. 1. Conceptual layout of the Microspectroscopy Beamline at the Australian Synchrotron
Evidence of enhanced El Niño activity in the mid Holocene inferred from records of Australian dust deposition in New Zealand

Samuel K. Marx a, Hamish A. McGowan a and Balz S. Kamber b

aSchool of Geography, Planning and Architecture, The University of Queensland, St Lucia, Brisbane, Qld, 4072, Australia
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Introduction

Rates of mineral dust deposition act as a sensitive proxy of palaeo-climate because dust emissions respond rapidly to changes in source area conditions, such as drought. In Australia the occurrence of dust storms has been found to be controlled largely by rainfall and soil moisture (McTainsh et al., 1998). Up to 40% of annual rainfall variability in northern and eastern Australia is linked to ENSO (El Niño Southern Oscillation) cycles (McBride and Nickolls, 1983). As a result, increased erosion and dust events occur during dry El Niño phases of the Southern Oscillation, while these are suppressed during wet La Niña phases when the activity of the Australian summer monsoon is enhanced. In New Zealand, Australian dust has been reported being deposited on numerous occasions over the last 100 years, typically following prolonged drought episodes associated with ENSO events (Marx and McGowan, 2005). Therefore, it was hypothesised that chronologies of Australian dust deposition in New Zealand would serve as a measure of climate, and in particular ENSO, variability through time. In this study we present a 7000 year record of Australian dust deposition in New Zealand. Changes in the rates of dust deposition through time are used to map ENSO-type variability in the climate of the Australian region over this period.

Method

A 60cm peat core was extracted from an ombrotrophic (rainfall fed) peat bog located on the ridge crest of the Old Man Range, Central Otago, South Island, New Zealand.

The core was dissected at 2 mm intervals. A sub-sample of each section was ashed in a high temperature oven; this had the effect of destroying the organic (peat) component, while the mineral (dust) component was retained. The trace element content of the mineral component of 27 samples was then analysed for 44 elements by ICP-MS according to the procedure of Marx et al. (2005a). Samples of the organic peat from various depths through the core were dated by 14C AMS at the ANTARES laboratories, ANSTO.

The source area provenance of the dust samples deposited in the core was established using the method of Marx et al. (2005b). This method compares the trace element chemistry of the dust with that of potential source sediments. The closer the chemistry of the dust to that of a particular source area sediment, the more likely it is that the source area sediment is the source of the dust (Fig. 1).
This figure shows an example of the provenance method. Potential dust source sediments are shown normalised against a dust sample (shown by the straight line). The chemistry of the Australian sediment more closely resembles the dust than the sediment from New Zealand and this indicates that it is more likely to be the source of the dust. The abundance of many elements in the dust however, is in between that of the two potential source sediment samples (shown by the shaded bars). This implies that the dust may be a mixture of these different source areas. Mixing the two sediments therefore gives a better approximation of the dust chemistry than either sediment singularly (shown by the crossed squares). In this example, a mixture of 57% Australian sediment and 43% New Zealand sediment was found most likely to be the source of the dust. By this approach the contribution of up to 3 different source sediments could be determined for a given sample.

An extensive ‘library’ of potential dust source sediments was collected widely from within known dust source areas in Australia, such as the Lake Eyre Basin and the Murray-Darling Basin. Similarly, samples of New Zealand sediments were collected from loess and alluvial deposits for comparison with the dust samples extracted from the core.
Results

The Australian dust record through the core is shown in Fig. 2. Five distinctive periods of dust deposition were identified through the core: 1) low deposition, averaging 0.142 g m$^{-2}$ yr$^{-1}$ occurred from the bottom of the core, 7000 B.P, until 4200 B.P. when Australian dust deposition increased four fold to 0.58 g m$^{-2}$ yr$^{-1}$; 2) this rate continued through to 2400 B.P when dust deposition again rose markedly, averaging 1.56 g m$^{-2}$ yr$^{-1}$; 3) high dust deposition continued through to approximately 1300 B.P., where deposition rates fell to levels similar to those recorded during period 2; 5) from 700 B.P. to the present dust deposition decreased significantly, approaching the rates recorded during period 1 from 7000-4200 B.P.

Discussion and conclusions

During the period between 7000-4200 B.P. (period 1) Australian dust in the core showed the most varied provenance, with dust sourced from regions in southern South Australia, the Murray-Darling Basin, and the Lake Eyre Basin. From 4200 B.P. to the present, dust was provenanced almost exclusively from the Lake Eyre Basin, particularly Lake Eyre itself. Comparison with other palaeo-environmental records shows that Lake Eyre was in a lacustral (wet) phase from 12000 B.P. through to 4000 B.P. (Gillespie et al., 1991; Magee et al., 2004). This was caused by extended La Niña type conditions resulting in an enhanced Australian monsoon and regular flow along the Channel Country Rivers which feed Lake Eyre. Consequently, Lake Eyre was too wet to act as a dust source at this time, so dust was sourced from other regions in Australia.

After 4000 B.P. the hydrology of Lake Eyre changed and the lake entered its modern ephemeral phase (Magee et al., 2004). Climate records from around the globe suggest that El Niño-type conditions began at this time, suggesting climate was more variable. Following this change in conditions, dust provenance in the core switched almost exclusively to Lake Eyre as the Lake became dry for long periods and switched on as a dust source.

At 2400 B.P. (period 3) the climate again changed significantly, evidenced by increased dust flux. We believe the increase in dust flux at this time was driven by extreme oscillations between La Niña and El Niño conditions. During La Niña conditions Lake Eyre would fill and supplies of fine sediment would be deposited on the lake bed. A switch to El Niño conditions would result in drying of the lake, during which these sediments became available for aeolian entrainment. This is supported by Coral $\delta^{18}$O records of precipitation (interpreted as ENSO) at Christmas Island where from 2500 to 1700 B.P precipitation reached or exceeded modern values (Woodruff et al., 2003; Woodruff and Gagen, 2000). Models of ENSO also suggest maximum variability at this time (Clement et al., 2000), while beach ridges at Lake Eyre suggest flood peaks were higher (Dulhunty, 1975). After 1200 B.P. dust flux decreased toward the present, suggesting climate was less variable in comparison to the middle Holocene.
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Abstract
Use of children’s toenail clippings as a biomarker of exposure may be problematic when the quantity of material available for analysis is small and surface contamination from outdoor play activity is present. In this study, depth profiling using secondary ion mass spectrometry indicated arsenic was present within the nail matrix and surface contamination was not a major contributor to total arsenic concentration after clippings were cleaned using sonication. The utility and convenience of neutron activation analysis in measuring arsenic in both biological and geological samples has facilitated this research, which found that the transformed clipping and residential soil arsenic concentrations were significantly correlated (Pearson’s r = 0.42, p = 0.023) when residential soil arsenic concentrations for each participant were treated as independent. Systemic absorption of arsenic from soil remains an ongoing problem in the goldfields region of Victoria, with males more likely to play on mine waste than females, thus increasing their exposure risk.

Introduction
Risk assessment is complex due to the need to consider population heterogeneity in susceptibility and lifestyle, source, frequency and duration of exposures (Department of Health and Ageing and Health Council 2002). Biomarkers of exposure are often used to reflect individual variation in uptake by providing an indication of the amount of a toxicant, or its metabolites, present in body fluids or tissues (Bearer 1998). For recent exposures, urine is typically used for arsenic quantification and speciation (Concha et al. 1998; Hinwood et al. 2004). However, nail arsenic concentration is reflective of a longer term exposure (Chen et al. 1999), and toenails represent a longer exposure period than fingernails (Bean 1953). Evidence of exposure to arsenic in soil has been demonstrated in some parts of Australia, although uncertainty remains as to whether the elevated arsenic concentrations observed in toenail clippings were due primarily to systemic absorption of arsenic or external contamination of samples (Hinwood et al. 2003).

We sought to investigate arsenic uptake from soil by children living in mining affected areas. Use of children’s toenail clippings as biomarker is problematic, however, when the quantity of material available for analysis is small. The utility and convenience of instrumental neutron activation analysis (INAA) in measuring arsenic in small samples, and its sensitivity in quantifying trace elements (Glascock n.d.), has facilitated this research project. An additional advantage is that INAA is also applicable to geological samples, enabling investigation of the association between soil and toenail arsenic levels.

A further complication in the use of children’s toenail clippings as biomarker is the potential for surface contamination from outdoor play activity. Depth profiling using secondary ion mass spectrometry (SIMS) was applied to investigate the presence of...
surface contamination after clippings were cleaned using sonication in a standard protocol (Karagas et al. 2000).

Methods

Study population: Approvals for this research were granted by the Human Research Ethics Committee of the University of Ballarat and the Department of Education and Training Victoria. Two Primary School communities located in gold mining affected areas were involved, commencing in 2006. Plain language statements were distributed to parents/guardians of enrolled students. Residential soil arsenic testing was offered in conjunction with collection of children’s toenail clippings for arsenic quantification and completion of a questionnaire. Parental informed written consent for each child participant was required prior to study commencement. Children’s plain language statements were also provided at two levels of detail with appropriate language styles deemed suitable for younger (5-7 y) and older students (8-12 y). Children could therefore provide written consent if they wished. On receipt of completed consent forms, labelled collection bags for toenail clippings and questionnaires were distributed.

Toenail clippings as biomarker: Clippings were cleaned using a procedure based on a standard protocol (Karagas et al. 2000) to remove surface contamination. Briefly, clippings were sonicated for two 15 min periods in deionised water, rinsed, collected by vacuum filtration, and dried in an incubator at 10ºC.

Soil samples: Composite soil samples, derived from five strategic locations using a 3.8 cm bore auger, were obtained from each residential site where children most frequently played. Soil was mixed, oven dried at 39-43ºC for 3 days and where necessary, crushed using a pestle and mortar before approximately 30 gm was sieved to < 2 mm.

Instrumental Neutron Activation Analysis (INAA): INAA was used to quantify arsenic concentration in clipping and soil samples. Clippings were weighed into polythene irradiation containers. Arsenic standards were prepared from 1000ppm As ICP standard solutions (High-Purity Standards) and certified reference materials (CRM’s) were included in the analysis. Approximately 0.1 gram of each soil sample was weighed into polythene irradiation containers. Arsenic standards were prepared from similar amounts of CRM’s containing known concentrations. Samples and standards were packed into polythene containers which enabled samples to be pneumatically transferred and irradiated with neutrons in the X-176 irradiation facility of HIFAR. Clippings were irradiated for 5 min and soil samples for 1 min. Following decay periods varying from 6 to 30 hours for clippings and 20 to 30 hours for soils, clippings and soils were counted for 60 min and 30 min, respectively, on a 20% Ortec HPGe detector. Arsenic concentrations were calculated using existing FORTRAN computer programs.

Secondary Ion Mass Spectrometry (SIMS): SIMS (ims-5f, Cameca, France) was used for depth profiling of clippings to ascertain if arsenic was present as a surface contaminant or bound within the toenail matrix. A subset of clippings, selected on the basis of quantity available, were sputter-coated with gold to approximately 20nm prior to analysis to alleviate charging. The primary beam used to bombard the surfaces of clippings was composed of Caesium ions (Cs+). The sputtered secondary ions collected were negative ions of C, O and As. Signals were normalised to a matrix
element, C. X-axis (time) relates to depth of analysis, but was not calibrated in this study. Depth profiles were collected predominantly from dorsal surfaces, and some ventral clipping surfaces. An analysis of arsenic signals was conducted to assess relative change with depth and to facilitate comparisons between samples. The first 100-200 s of data was removed due to variability in sputtering rates in the conducting gold layer and throughout stabilization of signals in the nail matrix material.

**Questionnaire:** Parents of participants completed a questionnaire pertaining to demography, sources of potential exposure to trace elements, activity patterns and diet, parental smoking and occupation.

**Statistical analysis:** Fisher’s Exact test was used for dichotomous data and the Exact Mann-Whitney U test for group comparisons of skewed continuous data. For clipping arsenic concentrations below detection limits, half the detection limit for that sample was assigned. In cases (n = 2) where two sets of clipping samples were provided in larger quantities they were analysed separately. For each of these participants, measured arsenic concentrations above the sample detection limit were available in only one sample, which were subsequently used in the analysis (0.63 ± 0.37 µg/g versus < 0.51 µg/g, and 0.31 ± 0.20 µg/g versus < 0.64 µg/g). The highest recorded soil arsenic concentration was used where duplicate samples were analysed. Agreement between duplicate soil samples was assessed using the Exact Wilcoxon Signed Ranks test for matched pairs. Pearson’s correlation coefficient was used to investigate correlations between natural logarithmic transforms of toenail clipping and soil arsenic concentrations, and clipping arsenic concentration and weight. A 2-tailed significance level of 0.05 was used in all analyses. Statistical analyses were performed using SPSS Version 12.0.1 for Windows.

**Results**

**Response rate:** In all, 23 households in community one, totalling 30 participants of 124 enrolled students (24%), and 7 households in community two, with 9 participants from 37 enrolled (24%), were involved. Collection of toenail clipping samples coincided with soil sampling, unless returned previously via the school liaison teacher. Toenail clippings were provided by a total of 30 children, 23 (77%) child participants in community one, and 7 (78%) children in community two. One sample from community one was insufficient (1.4 mg) for arsenic determination and was excluded from analyses, giving a total of 29 toenail samples with quantifiable arsenic concentrations, six with detection limits ≤ 0.82 mg/kg. Because participants in communities one and two were comparable on age (median (minimum, maximum) 8 (5, 13) years and 9 (7, 12) years, p = 0.478, respectively), and gender (11 (48%) and 3 (38%) males, p = 0.698, respectively), data were combined. Overall, 12 males and 17 females participated, aged 5 to 13 years (median age 9 years). Soil samples were obtained from all but one household (n = 29), and questionnaire data from 31 participants.

**Arsenic quantification by INAA of toenail clipping and soil samples:** Clipping samples analysed by INAA ranged in weight from 5.4 mg to 150.8 mg (median 27.8 mg) and although small, the natural logarithmic transformed clipping weights and clipping arsenic concentrations were not significantly correlated (Pearson’s $r = -0.174, p = 0.367$). Toenail arsenic concentrations ranged from 0.15 to 2.1 mg/kg (median 0.54 mg/kg), while residential soil arsenic concentrations from households where participants provided clippings for analysis (n = 22), were between 3.3 mg/kg and 130 mg/kg (median 6.9 mg/kg).
Quality control for INAA: NBS orchard leaves with a certified value of 10 ± 2 µg/g arsenic were analysed with each set of toenail clippings, with measured values ranging between 8.1 ± 0.3 µg/g and 11.6 ± 0.3 µg/g. Quality control samples for soil were also measured within the certified range of values: IAEA Soil-5 arsenic concentration 90 ± 13 µg/g [CRM 93.9 ± 7.5 µg/g] and IAEA SL-1 (lake sediment) 29 ± 4 µg/g [CRM 27.5 ± 3.0 µg/g]. Replicate soil samples (n=6) were comparable (p = 1.00), indicating adequacy of soil sample preparation.

Risk factors for increased toenail clipping arsenic concentration: The transformed clipping and residential soil arsenic concentrations were significantly correlated (Pearson’s r = 0.42, p =0.023) when residential soil arsenic concentrations for each participant were treated as independent. Although not significantly associated in univariate analysis, children who reportedly played occasionally on mine waste (n=4) tended to have higher toenail arsenic concentrations than those who did not (median (Q1, Q3) 0.71 (0.51, 1.31) mg/kg versus 0.50 (0.29, 0.72) mg/kg, p = 0.138). In some cases, these were siblings. Further, all those who reportedly played on mine waste were males aged between 6 and 11 years. No significant difference in clipping arsenic concentration was observed overall between males and females (median (Q1, Q3) 0.64 (0.42, 0.73) and 0.40 (0.26, 0.72), respectively, p = 0.278).

![Figure 1 Gold coated clipping segments showing a. sites of SIMS investigation through the dorsal layer; and b. ventral layer showing ridges in clipping surface.](image)

Depth profiling by SIMS: Gold coated clipping segments after SIMS analyses show sputter craters on the dorsal surface (Figure 1a), which is smooth in contrast to the ridges evident in the ventral layer of a clipping segment (Figure 1b), making the ventral surface less suited to SIMS investigation. Replicate analyses of the dorsal surface of a clipping taken from a sample with total arsenic concentration of 0.73 mg/kg (Figures 2a and 2b) show variability in intensity of the arsenic signals at different locations. SIMS depth profiling of the dorsal surface of a clipping segment taken from a sample with total arsenic concentration of 0.77 mg/kg shows the arsenic signal deviating substantially from that of the carbon signal, demonstrating that the arsenic is present within the nail matrix, not as a surface contaminant (Figure 2c).
Discussion

Children may be particularly vulnerable to, and at increased risk of, environmental exposures (Bearer 1995; Buffler & Kyle 1999; Graeter & Mortensen 1996). The arsenic content of clippings reflects blood concentrations during nail formation several months prior (Bean 1953; Hopps 1977; Koons & Peters 1994), and the difference in arsenic intensity in the replicate SIMS analyses is consistent with intermittent exposure to arsenic. Importantly, the SIMS results suggest that the arsenic present is bound within the nail matrix, as surface contamination of samples could potentially influence the precision of concentration estimates (Slotnick & Nriagu 2006).

![SIMS curves](image)

Figure 2 SIMS curves from replicate analyses of the dorsal surface of a clipping from a sample with arsenic concentration of 0.73 mg/kg where a. shows an initially higher intensity followed by a drop in arsenic concentration within the sample and b. shows a lower intensity of arsenic signal; and c. shows SIMS curves from analysis of the dorsal surface of a clipping from a sample with arsenic concentration of 0.77 mg/kg, in which the arsenic signal deviates substantially from that of the carbon signal, demonstrating clearly that the arsenic is present within the nail matrix and not present as a surface contaminant.

Three (10%) of the 29 residences sampled were found to have soil arsenic concentrations of 100 mg/kg or more, equivalent to, or exceeding, the Australian health-based investigation level of 100 mg/kg for residential soil (enHealth Council 2001). To date, the relationship between arsenic concentration in soil and arsenic concentration in toenail clippings has not been well characterized. Thus it has not been possible to determine appropriate reference levels for arsenic concentrations in toenail clippings (Department of Human Services, Victoria, pers. com. September 24, 2007). However, since toenail clipping arsenic levels tend to increase with soil arsenic concentration, further research is required to ascertain health implications associated with current exposure levels. The application of INAA and SIMS to environmental epidemiological studies has the potential to provide a basis for health risk assessments.

References


Use of ultra-fast diffraction in the design of novel materials

D.P. Riley 1, E.H. Kisi 2, T.C. Hansen 3, P.F. Henry 3

1 Department of Mechanical Engineering, The University of Melbourne, Victoria, 3010, Australia
2 School of Engineering, The University of Newcastle, NSW, 2308, Australia
3 Institut Laue-Langevin, Grenoble, Cedex 9, France

Abstract

Traditional techniques of developing novel materials often rely on systematic variance of chemical composition and processing parameters to optimise these properties—a time consuming and costly process. The commissioning of the OPAL Research Reactor and The Australian Synchrotron (AS) will change how materials suitable for these applications will be developed. Specifically, time-resolved, in-situ diffraction allows for rapid optimisation of materials synthesis by directly monitoring the phase fraction as a function of time/temperature. More importantly, concurrent analysis of thermal, occupancy and phase parameters allow for the role of intermediate phases to be accurately determined, which in higher order compounds often affect the course of the reaction sequence. Details of the high-flux neutron (OPAL) and X-ray (AS) in-situ systems will be provided, with an overview of recent developments using these techniques. In brief, ternary compounds of the $M_{n+1}AX_n$ Phase classification, have recently been developed using in-situ neutron diffraction to optimise the synthesis process—successfully lowering the synthesis temperature by 37.5% and reducing processing time by 50%.

1. Introduction

The development of novel materials will continue to increase as the demand for higher thermal, mechanical or chemical stability remains. Traditionally these materials have been developed through systematic exploration of composition, processing temperatures or mechanical/chemical post-processing. Although ultimately effective, these experimental methodologies often require considerable resources to optimise the synthesis of novel materials systems. Furthermore, as these techniques are inherently reliant on ex-situ analysis of reactants and products, they tend to remain extremely time consuming and often produce incomplete or inaccurate understanding. If materials are to be developed in a timely manner to meet the present and future demands of science and engineering, then new methodologies need to be explored that remove these inherent limitations and allow for concurrent experimental analysis. It is proposed that in-situ diffraction has the potential to meet these challenges, through strategic use of stroboscopic or continuous analysis and a considered instrumental design capable of variable fluxes and resolutions. The key to realising in-situ diffraction as a processing diagnostic has come from finding a balance between high diffracted intensity and maintenance of good d-spacing resolution. Furthermore, by accessing progressively finer time-resolutions, in-situ diffraction provides significant advantages over traditional methods of process diagnostic, most notably through continuous analysis of irreversible reaction kinetics. Using this technique, in-situ diffraction analysis provides direct measurement of metastable, intermediate phases, not detectable via alternate techniques. The application of in-situ neutron diffraction to the reaction kinetics of MAX Phase materials over a range of time-scales will be discussed through this article.
2. Review of MAX Phases

MAX Phases \((M_{n+1}AX_n)\), where \(M\) is an early transition metal, \(A\) is a Group III or IV element, and \(X\) is either C or N, form a strategic class of materials (>100) with a broad combination of metallic and ceramic properties [1]. Of these materials, \(Ti_3SiC_2\) has been the most widely studied example with in excess of 250 research papers published in the last 10 years concerning its structure, synthesis, and properties. Although the remaining materials have been less intensely studied, there is solid evidence to suggest that their properties are very similar to those of \(Ti_3SiC_2\) [2]. With a brittle-to-ductile transition mechanism, \(Ti_3SiC_2\) is readily machinable with conventional tools, reminiscent of a metal. Paradoxically, the material exhibits high temperature strength (Compressive: 500 MPa at 1573K, Bend: 120 MPa at 1573K, Tensile: 60 MPa at 1473K) and chemical stability (\(E(O_2) \cong 370\) kJ/mol) similar to ceramics. Along with a high Young’s modulus (320 GPa), thermal shock resistance (\(\Delta T>1673K\)) and hardness (4 GPa), this unique material also demonstrates high thermal (34 W/m.K) and electrical conductivity (\(4.5 \times 10^6\) \(\Omega^{-1}m^{-1}\)). It has been widely reported these properties arise from the ordered layering of the \(M_{n+1}AX_n\) crystal structure [3,4]. \(M_{n+1}AX_n\) Phases have been produced via a variety of techniques [5-9], but the greatest phase purity and density have historically been achieved through hot isostatic pressing (HIP) at 1600°C for 2 – 4hrs [10,11]. When fabricated using these solid state techniques, synthesis optimisation has been performed using \textit{ex-situ} analysis of reactant and product phases, typically revealing residual binary phases e.g. \(Ti_5Si_3(C_x)\) and \(TiC_x\). Unfortunately, both of these binary compounds have significantly different physical properties then those desired from \(Ti_3SiC_2\) and other \(M_{n+1}AX_n\) Phases. Additionally, relatively high decomposition temperatures for both \(Ti_5Si_3(C_x)\) and \(TiC_x\) are responsible for the very high HIP temperatures of \(Ti_3SiC_2\) (i.e. >1500°C) and are difficult to completely remove from the product.

3. Ultra-fast In-situ Diffraction: ILL-D20

Upon inspection of the most common reactants used in synthesizing \(Ti_3SiC_2\), it was evident the thermal energy necessary to form this compound could be obtained directly from the exothermic reaction of elemental powders. This technique is commonly know as either self-propagating high-temperature synthesis (SHS) or combustion synthesis and relies upon the rapid elevation of reactants to a reaction ignition temperature, \(T_{ig}\). Once ignited, the SHS exothermic reaction provides the remaining energy required to convert the reactant powders into the desired product. Initial attempts to synthesize \(Ti_3SiC_2\) via SHS by Pampuch et al. [6] had successfully produced the compound, but with a high proportion of residual \(TiC_x\) and \(Ti_5Si_3C_x\) (>10wt.%). The quantitative phase analysis (QPA) of \(Ti_3SiC_2\) during SHS was achieved using the D20 diffractometer of the Institut Laue-Langevin (ILL) [12]. Achieving a time resolution of 0.9s (0.5s acquisition + 0.4s download) the reaction mechanism during this ultra-fast reaction was determined to proceed via five distinct stages; completing full conversion less then 60s after SHS ignition had occurred. In summary, these stages were (i) pre-heating of reactants, (ii) the \(\alpha\)-Ti \(\rightarrow\) \(\beta\)-Ti phase transformation, (iii) pre-ignition formation of \(TiC_x\) and \(Ti_5Si_3C_x\), (iv) intermediate formation of a single phase, \(TiC_x(Si)\), and (v) the final nucleation and growth of the product phase, \(Ti_3SiC_2\). As previously reported [12] the reaction was shown to have initiated with the thermal transformation of \(\alpha\)-Ti \(\rightarrow\) \(\beta\)-Ti, a transition clearly identified in the time-resolved diffraction data provided in Figure 2. Using an acquisition time of 0.5s quantitative phase analysis (QPA) was performed. The mass
phase fractions of each reactant, intermediate and product phase are provided in Figure 3, plotted as a function of time (seconds). The most significant feature of this data is the single intermediate phase, $\text{TiC}_x(\text{Si})$, that persists for only 6s after SHS ignition begins. It has previously been confirmed [12] that this intermediate phase is isostructural with the crystal structure of titanium carbide (TiC), but contains substantial dissolved Si. With an effective time-resolution of 0.9s (0.4s download), the dominant SHS reaction mechanisms for Ti$_3$SiC$_2$ synthesis were determined both qualitatively and quantitatively.

4. The Optimisation of MAX Phase Synthesis using In-situ Diffraction

Retention of intermediate phases within the microstructure of Ti$_3$SiC$_2$ is known to be detrimental to the physical properties exhibited by MAX Phase materials. Although ex-situ analysis techniques have been used successfully to identify and aid the reduction in retained intermediate phases, variability in phase purity still remained. The significance of using in-situ diffraction during the SHS reaction of Ti$_3$SiC$_2$ was in proving that the MAX Phase directly precipitates from the intermediate phase, $\text{TiC}_x(\text{Si})$. It was also noted that phase purity was linked to various other SHS parameters, most notably the heating rate. It is reported widely [14,15] that the combustion temperature is proportional to the rate of heating, with higher rates producing a more uniform and concentrated combustion. However, lower combustion temperatures generally reduce the phase purity of the MAX Phase products, with fully stoichiometric TiC being the primary intermediate phase retained during these experiments. This is consistent with the observations of Wu et al. [8], reporting that the precipitation of Ti$_3$SiC$_2$ was progressively inhibited during reactive sintering synthesis due to reduced mobility of Si through TiC$_x$ as $x \to 1.0$. In that case, the carbon diffusivity alone would control the rate at which interstitial sites within TiC$_x$ and Ti$_5$Si$_3$C$_x$ would become fully occupied and hence inhibit MAX Phase homogenisation. Preferential ordering of carbon vacancies and the rate of this carbon ordering, is therefore the rate limiting mechanism of the reaction. The significance of the vacancy ordering was recognised by comparison of the TiC$_x$(unordered), TiC$_x$(ordered) and Ti$_3$(A)C$_2$ structures. Structural units of the TiC$_x$ structure (Fm-3m), namely the TiC octahedra, are common to the lamella of both the ordered TiC$_x$ and Ti$_5$AlC$_2$ structures. Furthermore, differences between each of these structures centre on the stacking sequence and orientation of the Ti$_6$C layers, with an additional intercalation of an A-group layer for the MAX Phase material. A sequential pathway may be visualised by considering the following structural transformations,

1. $\text{TiC}_x$ (unordered) $\to$ $\text{TiC}_x$ (ordered) induced through thermally excited vacancy ordering of the interstitial carbon.
2. $\text{TiC}_x$ (ordered) $\to$ $\text{TiC}_x$ (ordered + relaxed) shearing of alternate Ti$_3$C$_2$ layers
3. $\text{TiC}_x$ (ordered + relaxed) $\to$ Ti$_3$(A)C$_2$ through intercalation of A-group layer
It was proposed that the synthesis of MAX Phases could be achieved through intercalation of the A-group element into the vacant interstitial sites of a sub-stoichiometric compound. The only constraint would be matching the C/Ti ratio to that existing within the final MAX Phase, which for Ti$_3$SiC$_2$ was C/Ti = 0.67. This powder would then be mixed with the required A-group element (e.g. Al or Si) in a 3:1 ratio. Thermal process optimisation was experimentally obtained using \emph{in-situ} neutron diffraction conducted at a time resolution of 1 minute. Figure 6 details the four stages of the reaction sequence by which aluminium was successfully intercalated into the precursor material, TiC$_{0.67}$, synthesizing titanium aluminium carbide, Ti$_3$AlC$_2$ [16]. The intercalation of aluminium reacting with the precursor TiC$_{0.67}$ can be described by the four stages of the reaction sequence, best detailed by plotting the diffraction angle against processing time. Figure 6 illustrates this reaction with intensity of the diffracted intensity shown as an increasing brightness. \textit{Stage I}: Heating of the reactant powders at 10$^\circ$C/min produces thermal shifts in the diffraction peaks, best observed by comparing the aluminium reflections (positions at 22.5$^\circ$, 38.5$^\circ$, 54.0$^\circ$ and 64.0$^\circ$) with the more thermally stable precursor peaks (positions at 28.0$^\circ$ and 60.0$^\circ$). \textit{Stage II}: Begins with the melting of aluminium at 660$^\circ$C, with a corresponding increase in the diffuse background intensity. As the diffuse intensity decreases with time this suggests disordered substitution of the molten aluminium into the precursor material. \textit{Stage III}: Was delineated from Stage II when the diffuse background arising from the melting of aluminium had returned to levels equal to those of the initial reactants. The formation of superlattice reflections was clearly visible. Upon inspection, these reflections were shown to correspond to a doubling of the cubic precursor unit cell due to of an ordering of the interstitial vacancies. A steady increase of the diffracted intensity for each superlattice reflection is consistent with further ordering of the interstitial vacancies. \textit{Stage IV}: Here the disappearance of the precursor superlattice reflections was accomplished by the precipitation of the
product MAX Phase (Ti$_3$AlC$_2$). Simultaneous decreases of the superlattice reflections and increases of the Ti$_3$AlC$_2$ intensity are consistent with nucleation and growth from the precursor material. Optimisation of a novel MAX Phase synthesis route was only possible through the use of in-situ diffraction analysis, revealing for the first time the integral role of the single intermediate phase. The use of solid state precursors to optimise the reaction sequence of Ti$_3$AlC$_2$ and Ti$_3$SiC$_2$ has been successful in reducing the processing temperature and time by 37.5% and 50%, respectively.

![Figure 6](image)

**Figure 6** – Synthesis of titanium aluminium carbide using a customised solid state precursor and aluminium powder. In-situ diffraction obtained at a time resolution of 1 minute using the D20 diffractometer at the Institut Laue-Langevin (ILL), Grenoble, France [16].
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Interaction of hydrogen (H) or deuterium (D) with metal surfaces such as Palladium (Pd) is of great interest to study since there is a wide range of its applications, including nuclear fusion technology, catalysis, and hydrogen storage.

There has been considerable agreement in the research to study H and D absorption phenomena on Pd. At low temperatures (below room temperature) hydrogen atoms are absorbed in the Pd bulk. Once the temperature of Pd is increased to a room temperature, the H atoms are adsorbed in the Pd hollow sites [1, 2] and then desorbed from the surface as temperature increases [1-4]. Nevertheless the height of H at which it is adsorbed on Pd surface as well as the existence of the adsorbate in the subsurface remains debatable.

One of the techniques available to study the adsorption phenomena of such adsorbates on the metal surface is ion beam analysis which consists of low energy ion bombardment. In this project, a beam of 1.9 keV Ne⁺ ions was incident on Pd(100) surface to study the adsorption site of deuterium atoms on the surface at room and higher temperatures as well as the possibility of D atoms occupying the subsurface sites by detecting the recoiled D⁺ ions. This version of low energy Elastic Recoil Detection Analysis (ERDA) is extremely surface sensitive with the capacity for atomic layer depth resolution. To gain the most precise information about height of adsorption sites, a comparison has been made to the predictions of the computer simulation Kalypso 2.1.

The dependence of the recoil yield on the azimuthal direction of the projectile incidence has a distinctive general shape for different adsorption sites on Pd(100) that can be used to identify the type of adsorption site involved without any need for detailed analysis. For hollow site adsorption, shadowing occurs along the <100> directions, but is absent for the <110> directions. For bridge site adsorption, shadowing occurs along the <110> directions, but is absent for the <100> directions. For on-top site adsorption, shadowing should not occur at all if the adsorbed atom sits sufficiently high enough above the surface. The vertical location of the D adsorption site relative to the Pd surface layer may be determined through comparisons of the experimental azimuthal dependence of the recoil yields with simulations for different assumed D atom positions.

Figure 1(a) compares the azimuthal dependence of D⁺ recoil yields (in the energy range 100-350 eV, detected at recoil angle θ = 60° to the surface) for projectile incidence angle (α) of 15° at 295K with the simulated results for different D vertical positions (z, measured relative to the surface Pd layer). The recoil yields display maxima around the <110> directions (0° azimuth), and are negligible in the <100> directions (45° azimuth). This behaviour conforms with that expected for D adsorption in Pd(100) hollow sites. The absence of D⁺ recoil yields in the <100> directions rules out any adsorption model that involves significant population of the bridge and on-top sites.

The goodness of fit between the simulated and experimental data can be assessed through the mean square error which is shown for different assumed values of z in fig.
1(b). For polar incidence angles of 15° and 20° (not shown in the fig.), the best agreement between the experimental and simulated data is obtained when a value $z = 0.25 \pm 0.05\text{Å}$ is assumed in the simulation model.

Fig. 1(a) Comparison of measured (dot points) and simulated (solid lines) azimuthal scans for deuterium recoiled from Pd(100) surface for 15° incidence angle. The quality of fit is provided in (b) which reveals the best agreement for the deuterium to sit 0.25Å above the surface.

Fig. 2(a) Azimuthal dependence of D recoil yield as a function of target temperature for incidence angle of 15°. The coverage decreases with increasing temperature and the enhanced yield features move to large angles from the <110> direction (0° azimuth). (b) Comparison of the yield for 363K with computer simulations of different adsorption heights. Best fit is 0.45Å at 363K and 0.40Å at 343K (not shown).

As the temperature increases the desorption rate of the deuterium increases which leads to a lower equilibrium surface coverage (fig. 2a). As well, there is a marked increase in the angular separation of the enhanced yield features close to the <110> direction (0° azimuth). The cause of this increased separation is not immediately obvious. The most possible explanation is that the D adsorption site moves to a higher position above the surface. This is in keeping with the two adsorption sites observed by Besenbacher [7] and is reasonable considering that with increasing temperature the coverage would decrease. The results obtained have been compared to the simulations of the yields from the p(1x1), c(2x2) and p(2x2) structures and the best fit corresponds to the p(2x2) which has not been observed in the earlier studies. This is
consistent with the measured coverage at such high temperatures assuming monolayer equilibrium coverage at room temperature. This comparison with computer simulations reveals that the best fit corresponds to an adsorption height of 0.40Å at 343K and 0.45 Å at 363K (fig. 2b).

To determine whether deuterium atoms reside in subsurface sites, a survey was conducted with the computer simulation to identify the most sensitive geometry for location of subsurface recoils. This was found to be for 30° incidence which reveals significantly different azimuthal ‘signatures’ for surface only (fig. 5, solid line) and surface plus subsurface adsorption sites (fig. 5, dashed line). A notable difference is the existence of enhanced yield features at ±30° azimuths if deuterium atoms sit on the subsurface sites. In the subsurface simulation, the D atoms were placed at 0.25 Å above the first layer of Pd(100) surface as well as 0.39 Å above the second layer [5] but directly under a surface layer Pd atom (the octahedral site). A comparison of the measured yield under these conditions provides a good match with the computer simulation for only surface sites occupied.

![Graph showing Azimuthal Angle (deg.) vs Normalised Area for D structures simulated by Kalypso 2.1 software compared to experimental results (dot points) for D+ recoil yield when Ne is incident at 30° to the surface. Best agreement is obtained for the simulation with no D atoms occupying Pd(100) subsurface sites.](image)
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This method demonstrates for the first time the fabrication of a sub-micron thickness single crystal diamond layers. We show significant progress in realising all-diamond optical structures, by constructing 330 nm single crystal diamond membranes. The process paves the way for the fabrication of sub-micron components and especially photonic band gap cavities, waveguides, and cantilevers when combined with focused ion beam (FIB) milling. The technique uses a combination of high energy helium implants into single crystal diamond to produce layers of damage within the sample. Annealing at high temperature sharpens the diamond/non-diamond interface. The non diamond material is then removed by galvanic etching. FIB milling and micro manipulation is then used to carve devices for further characterization.
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Abstract
InP was amorphised by ion irradiation in two very different regimes: (i) 185 MeV Au irradiation where the energy loss was predominantly via inelastic processes (electronic stopping) or (ii) Se irradiation in an energy range 0.08 – 7 MeV where elastic processes (nuclear stopping) were dominant. We used extended X-ray absorption fine structure spectroscopy to determine the structural parameters of the amorphous phase. Despite very different energy deposition mechanisms no significant difference in the atomic-scale structure was observed. Based on these results, the amorphisation process in both energy regimes will be discussed and compared.

Introduction
Amorphisation of semiconductors is an important aspect of their modification by means of ion irradiation. It has been studied extensively for InP in the keV ion energy range1 and was first reported for Swift Heavy Ions (SHIs) by Herre et al.2. The energy loss processes for these two regimes are fundamentally different. Incoming ions of the keV to low MeV range deposit their energy predominantly via ballistic collisions with the target atoms (nuclear stopping), resulting in atomic displacements if sufficient energy is transferred. In contrast, incoming SHIs primarily interact with the target electrons (electronic stopping), leading to excitation and ionization of the electronic system. Given the differences in the energy deposition processes, one may well expect differences in the resulting amorphous phase structures. Extended X-ray absorption fine structure spectroscopy (EXAFS) has been successfully applied to determine the atomic-scale structural parameters of semiconductors amorphised in the low energy regime3. We now present the results of a detailed comparison of the amorphous structure of InP amorphised by either nuclear or electronic energy loss4.

Experimental Details
For the EXAFS measurements, InP/In0.53Ga0.47As/InP heterostructures [2.75 µm/50 nm/ (100) substrate] were first grown by metal organic chemical vapour deposition. For amorphisation induced by electronic interactions (SHI sample), the material was irradiated at room temperature with 185 MeV Au ions to a fluence of 3x1013 cm-2. At this ion energy, the damage due to the electronic energy loss extends 5-10 µm into the sample5 thus spanning the entire depth of the InP epilayer. The InP substrate and the In0.53Ga0.47As layer were then removed by selective chemical etching. For amorphisation due to nuclear energy deposition (Low Energy Ion (LEI) sample), the same process of chemical etching was performed prior to irradiation. The InP films, bonded to Si for support, were then amorphised at liquid nitrogen temperature with multiple-energy/multiple-fluence Se irradiations in the energy range of 80 keV to 7 MeV with the fluences chosen to produce a constant value of total
vacancy production over the extent of the InP epilayer (total fluence 8.5x10^15 cm^-2). The amorphous nature of the material after irradiation under these conditions was confirmed by Rutherford backscattering spectrometry in a channelling configuration. A crystalline InP reference sample was also prepared from the heterostructures as above. All samples were finely crushed and mixed with BN prior to the EXAFS measurements.

The In K-edge EXAFS was measured in transmission mode at a temperature of \( \sim 20 \) K using beamline NW10A at the Photon Factory, Japan. After the measurement, the SHI and LEI samples were annealed at 150°C for one hour then re-measured. Such low temperature annealing leads to structural relaxation with the aim of achieving the intrinsic amorphous phase governed by the minimum-energy configuration\(^3,6\). The data was processed and then analysed after performing a Fourier transformation (FT) from photoelectron wave number \( k \) space into radial space. Details of the procedure are given in Ref. 4.

**Results and Discussion**

Figure 1 (a) shows the \( k^3 \)-weighted EXAFS signal as a function of \( k \) for the crystalline standard and the as-irradiated SHI sample. The EXAFS spectrum of the crystalline material shows a complex structure indicating the presence of several different frequencies. This is confirmed in the corresponding FT, Fig. 1 (b), which contains three distinct peaks at \( R \approx 2.1 \) Å, \( R \approx 3.9 \) Å, \( R \approx 4.6 \) Å representing scattering from the first (P), second (In) and third (P) nearest neighbours (NN), respectively. In contrast, the EXAFS of the irradiated sample is dominated by a single frequency and only the first shell peak is observed in the FT. Structural disorder in amorphous materials is typically sufficient to prevent coherent scattering from beyond the first shell. The absence of higher shell peaks in the EXAFS spectrum is a characteristic feature of amorphous semiconductors and has been previously observed after ion irradiation in the LEI regime\(^3\). Our EXAFS measurements are consistent with this behaviour and confirm the formation of the amorphous phase after SHI irradiation. In addition to the reduction in amplitude of the first NN P peak, a small second peak at \( R \approx 2.6 \) Å is apparent in Fig. 1 (b) resulting from the presence of a second component - In atoms - in the first shell of the amorphous material.
Figure 2 (a) plots the FT versus $R$ for the SHI and LEI samples measured in as-irradiated and relaxed forms. Clearly, the spectra for the two samples amorphised in the different energy regimes are very similar both before and after relaxation.

The relaxed samples are characterized by an increase in amplitude of the P peak while the overall features of the amorphous phase are retained. All four spectra exhibit the smaller peak at $R \sim 2.6$ Å associated with In-In bonds. The contribution of these homopolar bonds is further shown in Fig. 2 (b) plotting the FT of the as-irradiated SHI sample and the best fit including the individual scattering contributions of P and In atoms in the first shell. The structural parameters obtained from the fitting and a detailed discussion are given in Ref. 4.

The effects of amorphisation and relaxation on the structural parameters are similar to those observed previously for InP amorphised in the low energy regime. No significant difference is observed when comparing the In-P contribution of the SHI sample with that of the LEI sample. Comparing the In-In contributions, a small difference is apparent in the amplitude of the peak, however, the magnitude of the experimental uncertainty inhibits us from an unambiguous assignment of its physical origin. We therefore conclude that amorphisation in both energy regimes leads to a similar amorphous phase structure despite the fundamentally different energy transfer mechanisms.

Processes induced by ion irradiation are non-equilibrium in nature and different models have been proposed to account for experimental findings. On one hand, an extended Thermal Spike model has recently been applied to predict the irradiation conditions necessary to produce continuous amorphous tracks in InP and good agreement with experimental data was obtained. The Thermal Spike model assumes that electronic energy deposition above a certain threshold leads to melting of the
material along the ion trajectory which, in the present case, is subsequently quenched into the amorphous phase during rapid resolidification. Our SHI irradiation conditions fall within the energy range where the calculated maximum temperature exceeds the melting point and a "melt and quench" process is expected. On the other hand, damage production in the LEI regime is usually associated with collision cascades and the formation, accumulation and growth of various types of defects. Studies of InP irradiated under conditions very similar to our LEI irradiation demonstrate a direct amorphisation process is operative, where amorphous material is produced within a single ion impact. Nordlund et al. have investigated the amorphisation mechanism during LEI irradiation using molecular dynamics (MD) simulations. For both Ge and GaAs they report recoils of several keV lead to molten regions in the material which subsequently form amorphous pockets upon cooling. In contrast, collision cascades in Si are less dense and hence less damage with a higher fraction of isolated defects results. Following their discussion and supported by the direct amorphisation observed experimentally, we expect a process similar to that in Ge and GaAs to take place in InP for our LEI irradiation conditions. Thus, independent of the energy transfer mechanism, amorphisation in both regimes proceeds via a similar process. As a consequence, our SHI and LEI samples have a nearly identical atomic structure. Amorphisation of InP by quenching from the liquid has been modelled with MD simulations by Lewis et al. Homopolar bonds are present in the liquid phase and are retained (8% of all bonds) after quenching into the amorphous phase. The authors conclude that the presence of chemical disorder is necessary to stabilize the amorphous phase. Our SHI and LEI samples, in both the as-irradiated and the relaxed states, contain a significant fraction of In-In bonds. Given the additional agreement of our experimental results with theoretical predictions of the amorphous phase structure resulting from a quench from the melt, our results could be viewed as indirect evidence that the amorphisation process common to both energy regimes is indeed quenching of molten regions. These molten regions were formed due to the energy loss of the incoming ions, either via electronic stopping for the SHI case or nuclear stopping for the LEI case.

Conclusions

In conclusion, structural parameters of InP amorphised by ion irradiation where the energy loss was dominated by either electronic (SHI) or nuclear (LEI) stopping were determined from EXAFS measurements. No significant difference in the atomic structure of the two samples amorphised in the different energy regimes was apparent despite the fundamentally different energy transfer mechanisms. In agreement with the Thermal Spike model (SHI) and MD simulations for collision cascades (LEI), the common amorphous phase structure reported herein suggests the energy deposition leads in both cases to a molten region that is subsequently quenched into the amorphous phase.
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Detecting oligonucleotide immobilization and hybridisation using TOF-SIMS

M. Dieker 1, P.J. Pigram 1, N. Brack 1, G.A. van Riessen 1, H.J. Griesser 2, S. Greisser 2, P.C. Nguyen 3, P.S. Hale 4

1 Centre for Materials and Surface Science and Department of Physics, La Trobe University, Melbourne, Australia
2 Ian Wark Research Institute, University of South Australia, Mawson Lakes, Australia
3 Department of Bioengineering, University of Washington, Seattle, USA.
4 Department of Mining, Metallurgy and Materials Engineering, Laval University, Quebec, Canada

DNA microarray technology is a powerful analytical tool based on sequencing by hybridisation. In recent years, oligonucleotides chip technology has been a topic of growing interest in the areas of gene discovery, clinical diagnostics and toxicological research.

The immobilisation and subsequent hybridisation of surface bound oligonucleotides was investigated using a Time of Flight Secondary Ion Mass Spectrometer (TOF-SIMS) equipped with a bismuth (Bi⁺) cluster ion source. The oligonucleotides were immobilised onto planar and patterned propanal plasma modified silicon and fluorinated ethylene propylene (FEP) surfaces. The immobilisation of surface bound oligonucleotides was identified by the detection of sugar/phosphate and nucleobase fragments. TOF-SIMS imaging of patterned propanal coatings demonstrated that oligonucleotide immobilisation was uniform and restricted to areas of aldehyde functionality.

A common method of detecting hybridisation at a solid surface uses target DNA labelled with fluorescent or radioactive markers. In this study, an alternative approach using TOF-SIMS coupled with the multivariate analysis technique of Principal Components Analysis (PCA) was investigated. This technique offers direct detection of hybridisation in the absence of any labelling procedures. Hybridisation of immobilised oligonucleotides was detected via the identification of high mass fragments. Initial findings from PCA also show good discrimination between immobilised and hybridised oligonucleotide sequences.
Blending lead-210 and AMS age profiles from estuarine sediment cores to reconstruct Holocene climate change in the Sydney Region
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Introduction

A composite age profile was obtained by blending records from Lead-210 and AMS Carbon-14 determinations from a sediment core (Figure 1) extracted from a quiet backwater of Port Hacking estuary, southern Sydney. This comprehensive dating made it possible to reconstruct the record of the past 2500 years of environmental change in this part of the Sydney Basin from geochemical, magnetic susceptibility, and palynological evidence from the sediments.

The Port Hacking core (CTB1) was only one of twelve taken across the Sydney Basin in all the major estuaries and as far afield as the Blue Mountains. The methods worked out on core CTB1 were applied to these other cores.

The first step in gaining a blended age profile was to determine the Lead-210 profile for the core. Although the unstable isotope Lead-210 has a half-life of only ~22 years and thus as an age marker can only reach back less than 200 years, this would nonetheless mark the point in the core below which samples to obtain reliable AMS dates could be usefully selected.

The Lead-210 Profile

The log linear plot of the activity of unsupported Lead-210 measured for each sample of core CTB1 demonstrates a steady decrease in Lead-210 activity with depth down to 301 mm (Figure 2a), inferring that the sediments have not been seriously bioturbated. Below 301 mm, activities are low, indicating they are at background level, and the sediment no more than 200 years old. The Radium-226, with which unsupported Lead-210 should reach equilibrium when it completes its decay, varies only slightly throughout the profile, and the Pb:Ra ratio shows regular decline, suggesting relatively steady sedimentation from the same or similar sources. The depth of 330 mm is the notional limit of European influence at

Figure 1: Core CTB 1 – Lead-210 and AMS age profile (cored from Cabbage Tree Basin, a shallow estuarine arm of Port Hacking, southern Sydney region).
1790 AD (Figure 1) and was estimated using the extrapolated sedimentation rate of samples in the zone above.

The AMS Profile

The chronology of the lower part of the core was established with three AMS dates converted to calendar dates (Figure 2b). The first samples were taken from as far down the core as possible, in order to work upwards towards the Lead-210 activity limit. Prior to AMS radiocarbon measurement, both the plant matter and charcoal samples were treated using the standard AAA method to remove contaminating carbonates and humic material (2M HCl for 2 hours at 60°C, 0.25% - 0.1% NaOH at 60°C, repeated until the solution is clear and final 2M HCl for 4 hrs.) After drying, the sample was combusted and the resulting carbon dioxide was reduced to graphite using hydrogen over an iron catalyst at 600°C.

The last 300-1000 years were the main target area and time, as this has proved most difficult to date by Carbon-14 because of certain anomalies. The fixing of the base of Lead-210 activity in the sediment to a reasonable degree of precision is able to overcome some of the uncertainties in Carbon-14 ages for the last 400 years by...
shortening the error bars where they intrude into the ~ 200 year span of Lead-210 activity. Knowledge of climate and environment in the immediate pre-European period is most important for the present, and we hope this work will extend information about this.

**Blended Profile**

The age estimates calculated from the Lead-210 profile in CTB1 and those derived from radiocarbon techniques show reasonable continuity (Figure 2C). The projected Lead-210 placement of AD 1790 at 330 mm fits with the AMS profile (Figure 1). The ages display sufficient consistency to establish the history of sedimentation and from phytoliths and pollen extracted from the sediment, a vegetation history. It must be stressed that there are possible disparities which may arise from comparing sediment input averaged over a 2500 year period based on three AMS ages with the much better dated Lead-210 profile (6 ages for 200 years). However, the blended profile offers a good preliminary chronology to guide further work, and it demonstrates that the two techniques can be usefully combined.

**Research conclusions and findings**

The record from all 12 cores which were analysed by methods developed on the core CTB1 template shows alternating cooler and warmer, wetter and dryer periods, and a charcoal record which suggests that fire regimes were predominantly climate-driven, though with some evidence of increased human agency in the last 1000 years, and especially in the last 200 years. However, charcoal peaks in the record may represent a record of erosion disturbance as much as increased wild fire in the catchment.

Both the saline and fresh water wetlands of the Sydney Basin provide a rich depository of environmental information, with one outstanding core from the Blue Mountains reaching back to the terminal Pleistocene suggesting a surprising dominance of cool rain forest taxa over Eucalyptus, until the late Holocene when increased charcoal associated with Eucalyptus/Myrtaceae pollen replacing Podocarpus suggested that fire, from natural or human causes, had altered conditions.
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Novel group IV nanomaterials can be produced by low-energy ion implantation in Si followed by electron beam annealing. GNS has established a new dual ion beam implantation facility that produces high current ion beams from any gas and sputter material. Typical examples of ions that are extracted from the gas phase are $^1\text{H}^+$, $^4\text{He}^+$, $^{12}\text{C}^+$, $^{14}\text{N}^+$, $^{14}\text{N}_2^+$, $\text{CO}^+$, $\text{CO}_2^+$, $^{16}\text{O}^+$, $^{20}\text{Ne}^+$, and $^{40}\text{Ar}^+$. The isotopes $^{13}\text{C}^+$, $^{15}\text{N}^+$ and $^{18}\text{O}^+$ are produced using enriched gases. Sputter materials are used to generate $^{27}\text{Al}^+$, $^{28}\text{Si}^+$, $^{48}\text{Ti}^+$, $^{56}\text{Fe}^+$, $\text{Cu}^+$, $\text{Co}^+$, $\text{Sn}^+$ and $\text{Pb}^+$ ions, for example. A heater gas source is used for producing $\text{S}^+$ and $\text{Sb}^+$ ion beams. These ions can be implanted into any solid material for doping, materials modification and irradiation purposes. The high current ion beam is electrostatically scanned across the sample to produce a laterally homogeneous implantation. The ion range can be adjusted by the terminal voltage between 5-30 keV. A post acceleration stage allows for an additional acceleration of up to 20 keV. The implantation chamber is kept at 5 x 10$^{-8}$ mbar during implantation. At GNS, much research has focused over the last few years on producing SiC nanocrystals on Si, named nanoboulders, by implanting 10-20 keV $\text{C}^+$ ions into wafer Si. These SiC nanocrystals grow in vacuum during annealing with a high current raster scanned electron beam [1-2]. Annealing simply Si wafer material with this computer controlled electron beam annealer produces Si nanostructures, named nanowhiskers that offer fascinating applications in field emission devices [3-4]. Annealing Si targets that have been partly implanted with $\text{C}^+$ ions results in the simultaneous production of Si nanowhiskers in the un-implanted region and SiC nanoboulders in the implanted region [5].

To investigate the formation of Pb nanostructures in Si, for example for tailor-make corrosion resistant electrical contacts, series of Pb$^+$ ions were implanted shallowly with 5-20 keV ion energy with varying fluence. As an example, the following brief discussion focuses on the implantation of 7 keV Pb into (100) Si. Table 1 lists the dependence of the ion range, sputtering yield, Pb peak concentration and Pb surface concentration on the ion fluence. The ion energy and fluence range was chosen to implant a significant amount of lead into the sample with the Pb profile intersecting with the surface. Similar carbon implantations have proven to produce large SiC nanostructures on Si after electron beam annealing. It was found to be important that the carbon concentration stays well below 50 at.% and that the carbon depth profile intersects with the surface.

<table>
<thead>
<tr>
<th>Ion fluence (10$^{15}$ at cm$^{-2}$)</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>5.0</th>
<th>7.0</th>
<th>9.0</th>
<th>12.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion range (nm)</td>
<td>11.0</td>
<td>10.8</td>
<td>10.7</td>
<td>10.4</td>
<td>10.1</td>
<td>9.8</td>
<td>9.3</td>
</tr>
<tr>
<td>Sputtering yield</td>
<td>1.99</td>
<td>1.96</td>
<td>1.96</td>
<td>1.97</td>
<td>2.00</td>
<td>2.05</td>
<td>2.11</td>
</tr>
<tr>
<td>Peak concentration (at.%)</td>
<td>3.44</td>
<td>6.08</td>
<td>8.55</td>
<td>12.85</td>
<td>16.62</td>
<td>19.79</td>
<td>25.15</td>
</tr>
<tr>
<td>Surface conc. (at.%)</td>
<td>0.00</td>
<td>0.04</td>
<td>0.13</td>
<td>0.30</td>
<td>1.74</td>
<td>3.65</td>
<td>5.80</td>
</tr>
<tr>
<td>Area under peak (a.u.)</td>
<td>20.12</td>
<td>40.23</td>
<td>60.38</td>
<td>100.47</td>
<td>139.24</td>
<td>178.72</td>
<td>230.21</td>
</tr>
</tbody>
</table>

Table 1: Dynamic Trim calculation of 7 keV Pb implantation into (100) Si.
The calculated Pb depth profiles are shown in Figure 1a to illustrate the increase in surface and peak concentration with increasing ion fluence.

Figure 1b shows the dependence of the peak and surface concentration and ion range on the ion fluence. As expected, the Dynamic trim calculations show an increase in peak concentration and surface concentration with increasing fluence. The peak concentration increases linearly with increasing fluence, which is explained by a static sputtering yield value around 2.0 (table 1). Even though the Pb profile starts to intersect with the surface at a fluence of $3 \times 10^{15}$ cm$^{-2}$, the sputtering yield does not change significantly. The linear decrease in ion range from 11 to below 10 nm with increasing fluence from $1 \times 10^{15}$ to $1.2 \times 10^{16}$ cm$^{-2}$ results in an increased Pb concentration at the surface. At around $5 \times 10^{15}$ cm$^{-2}$, the lead concentration starts to rise linearly with increasing fluence.
RBS measurements were performed with a 2.0 MeV $^4$He$^+$ ion beam to determine the Pb dose. Figure 2 shows three representative Pb measurements for Si samples implanted with 7 keV.

![Figure 2: Lead profiles measured with RBS.](image)

Table 2 shows the results of the evaluation of the Pb profiles with RUMP. Data from PIXE measurements that were performed simultaneously with RBS are also listed in table 2.

<table>
<thead>
<tr>
<th>7 keV Pb+ ion implantation</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic trim area under peak</td>
<td>RBS dose ($10^{15}$ cm$^{-2}$)</td>
<td>PIXE dose (cts.)</td>
<td>Fluence ($10^{15}$) / dynamic trim area</td>
<td>Fluence ($10^{15}$) / RBS dose</td>
<td>PIXE dose / RBS dose ($10^{15}$)</td>
<td></td>
</tr>
<tr>
<td>F = 1 x 10^{15}</td>
<td>20.12</td>
<td>0.9</td>
<td>4 ± 28</td>
<td>0.045</td>
<td>1.11</td>
<td>LOD</td>
</tr>
<tr>
<td>F = 3 x 10^{15}</td>
<td>60.38</td>
<td>2.9</td>
<td>385 ± 40</td>
<td>0.047</td>
<td>1.06</td>
<td>132</td>
</tr>
<tr>
<td>F = 9 x 10^{15}</td>
<td>178.72</td>
<td>6.8</td>
<td>740 ± 43</td>
<td>0.050</td>
<td>1.32</td>
<td>109</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Dynamic TRIM, RBS and PIXE dose. LOD = limit of detection

Table 2 shows that the Dynamic Trim calculation (columns A and D) predicts a linear relationship between the dose and the ion fluence in the fluence range from 1 – 9 x 10^{15} cm$^{-2}$. This is in agreement with the RBS data (columns B and E) measured for the samples implanted with 1 and 3 x 10^{15} cm$^{-2}$. However, the sample implanted
with 9 x 1015 cm⁻² reveals a significant loss in the fluence to dose ratio (column E). This is confirmed by the PIXE measurements for the samples implanted with 3 and 9 x 1015 cm⁻², which also show a decrease in the ratio of the measured dose and fluence (columns C and F).

The dynamic Trim, RBS and PIXE results show that it is possible to (1) implant Pb into the surface of silicon with 10 – 20 at.% and (2) produce a Pb depth profile that intersects with the surface. Further studies will focus on annealing effects of the implanted samples with an electron beam under high vacuum conditions to diffuse the Pb atoms towards the surface in a controlled manner.

The author wished to acknowledge the scientific and technical contributions from Horst Baumann, John Kennedy, Chris Purcell, John Futter, Bill Trompetter and Perry Davy.
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Over the past 50 years fundamental surface chemistry has almost continually been performed on single crystal surfaces to essentially minimise the possible parameters within the system. Nanoparticles on the other hand are increasingly being used in industry due to better performance and less mass, but are difficult to investigate. We have used a novel idea to bridge this expanse, and investigate surface reactions on particular facets within a polycrystalline surface using Low energy and X-ray Photo Emission Electron Microscopy (LEEM and X-PEEM). In this way we can determine for the first time the crystal orientation and measure reaction kinetics simultaneously on each facet on the surface. We find that boundaries between the facets play a significant role in the reaction kinetics of CO oxidation, which signifies the importance of fundamental experiments on polycrystalline materials.

Introduction

Automotive heterogeneous catalysis has evolved in leaps and bounds over the past few decades, with extremely sophisticated sensor controlling the most minute increases in unwanted carbon and NOx gases. This comes at a time when environmental concerns are in strong debate and petroleum prices at record levels. It is predicted that in the not too distance future, car catalysts will work so effectively, that they will, in fact, lower pollution levels in our atmosphere.

Most recently the Toyota corporation has announced that Iridium is there new choice of catalytic material for use under lean burn conditions, and for this reason we have chosen to investigate reactions on polycrystalline iridium. Along with Nitrous oxides (NOx), Carbon monoxide (CO) is one of the gases prevalent within the final phase of the combustion engine, which needs to be eliminated before entering the atmosphere. Iridium is well known for its CO oxidation capabilities it has been attracting attention for a variety of industrial applications. However iridium metal is much scarcer than other precious metals such as platinum, which makes it less desirable for a large range of applications.

Low Energy Electron Microscopy (LEEM) and Photo Emission Energy Microscopy (PEEM) using synchrotron radiation are techniques that allow us to characterise polycrystalline surfaces and measure reactions in action. LEEM is a relatively new technique with its first operation in 1985 by Teileps and Bauer and has progressed into a very powerful surface science instrument. [Bau94] With the incorporation of synchrotron light, the LEEM/X-PEEM system is one of the world’s most sophisticated surface science techniques that allow a multitude of different experiments. These include electron micro-diffraction and microscopy, X-ray spectroscopy as well as fine structure and spin polarised techniques.

Polycrystalline surfaces consist of a menagerie of close packed, low miller index crystal faces of all shapes and sizes, but typically consist of three surfaces, labelled \{100\}, \{111\} and \{110\}. It is well known that grain boundaries provide pathways for
bulk diffusion, however the boundaries between faces on the surface may also influence or even dominate reactions and therefore not relate to idealised single crystal investigations. Okumura et al. [Oku06] used DFT calculations to conclude that Iridium nanoclusters behave similar to bulk terminated Ir surfaces. This suggests that work on polycrystalline surfaces will provide invaluable information on reactions occurring on nanoparticles catalysts. For our experiments we utilise the “micro” abilities of the instrument; that is, measuring over a very small area of the sample, typically a micron in diameter with resolutions down to 5nm. This allows us to differentiate sections of the surface and measure a variety of experiments simultaneously on different surfaces.

Experimental and Preliminary Results

The experiments were done on the Nanospectroscopy beamline at the ELETTRA synchrotron, Trieste, Italy. LEEM images of a surface show the elastically backscattered electrons reflected from the surface are used to image the sample in real space. LEEM images of areas on the iridium surface are shown in figure 1, illustrating the different crystallite facets. Using the Micro-LEED facility the crystal structure of each facet was determined and shown in the inserts in figure 1. Across the entire surface, the crystallite facets were found to be of all shapes and sizes, ranging from 1um to a few hundred micron and were stable throughout the reaction experiments. C1s XPS spectra were measured in the X-PEEM dispersive mode which allow fast spectra to be taken over several micron area.

![Figure 1: LEEM images of polycrystalline iridium surface showing {100}, {111} and {110} facets, along with stepped facets of varying orientation. LEED images from the facets of clean polycrystalline iridium as included and show the typical square, rectangle and hexagonal structures for the (100), (110) and (111) surfaces respectively.](image-url)
Figure 2 displays two LEEM images that were generated on the polycrystalline surface. Figure 2a) illustrates the destructive power of 100eV electrons on CO molecules on a Ir(111) facet. The bright spots are approximately 10µm in diameter and are due to a different work function present for dissociated CO molecules. This was surprising since CO is generally a stable molecule on this surface and is typically used for surface characterisation on many surfaces. Figure 2b) shows the changes that occur on the surface under 1x10^{-5} mbar of oxygen. The Ir(111) facet shows little structural changes and is indicative of an (2x1) oxygen adlayer on the surface. The rough stepped facet on the right of the LEEM image shows micron size structures which are most likely subsurface oxides. Figure c) shows a LEED image from a Ir(111) facet that has had 10L of oxygen at 1x10^{-7} mbar adsorbed onto it. This pattern is unlike any other that has been observed on any (111) single crystal surfaces before. It is thought that the boundary conditions are changing the surface energies to allow this as yet unknown structure to be stable.

The oxygen adsorption profiles and CO oxidation reactions have been examined and show significant influences by the surrounding facets and grain boundaries.
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Application of focused ion beam systems to materials analysis
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Abstract
Focused ion beam (FIB) microscopes are assuming increasing importance in the analysis of a wide range of materials. These instruments provide a large number of analytical possibilities, including the direct analysis of specimen substructure, preparation of thin films suitable for TEM examination and generation of data that allows 3-dimensional projections of specimen microstructure. Moreover, these instruments provide the possibility for nanoscale fabrication.

Introduction
The focused ion beam (FIB) microscope is broadly similar in architecture to the scanning electron microscope (SEM), but uses a fine (~5nm) energetic ion beam instead of an electron beam [1]. Gallium liquid metal ion sources (LMIS) are commonly used in commercial instruments due to their low operating temperature, long lifetime and excellent stability. The controlled scanning of a highly energetic (typically 30 keV) ion beam over selected region of interest (ROI) sputters atoms away from the sample surface, such that trenches, typically a few microns in size are created within a few minutes. Moreover, the interaction of the ion beam with the specimen surface leads to the emission of both secondary ion and secondary electrons which can be used to form images showing the topography of the specimen surface or trench cross-section. A variant of this technique is the dual beam FIB, which synergistically combines a conventional FIB ion column with a SEM-type electron column. This allows simultaneous milling using the ion column with high resolution imaging with the electron beam. Moreover, the electron column can be used to generate characteristic x-rays, photons or backscattered electrons which can be used in a wider range of analyses. The following case studies briefly illustrate a range of FIB applications in finding solutions to materials science problems.

Case Study 1: Direct substructure investigations
Figure 1 shows an example of cross-sectional imaging using a single beam FIB. In this investigation a complex TiN-based coating has been deposited on a steel

Figure 1: Ion induced secondary electron images of a complex TiN coating on a steel substrate following nanoindentation. Fig 1a shows a plan view image of the indent, fig 1b a FIB-prepared cross-section through the indentation.
substrate. This is then subject to nanoindentation with a spherical indenter to investigate the mechanical response of the coating to contact damage. Figure 1a is a secondary electron plan-view image of the indentation that shows very limited information about the coating, its interactions with the substrate and its behaviour under loading. A cross-section prepared by, and imaged using, the FIB (fig 1b) provides detailed information of thickness of the two coating layers (an outer coating of diamond-like carbon and an inner later of TiN) as well as the steel substrate. The degree of cohesion at each interface, as well as the size and location of the cracks in the various layers, can also be seen.

Case Study 2: Sample preparation for TEM investigation

In general, conventional methods for TEM specimen preparation of material such as ceramics and semiconductor are tedious and often involve low rates of success. Moreover, there is limited control in locating the electron transparent region in the precise region of interest. Figure 2 shows a typical procedure for TEM sample preparation using a FIB. The sample in this case is a polished bulk sample of steel containing a second phase particle, where the thin area needs to include this particle. Semi-automated software is used to prepare the sample, first by using the ion beam to define the region of interest with marker crosses. The gas injection source located in the FIB is then used to deposit a Pt strip, which not only protects the surface of the specimen against the beam damage, but also help to bind the fragile specimen together in the final milling stage. The ion beam is then used to mill an electron transparent section, typically 15 \( \mu \text{m} \times 5 \ \mu\text{m} \times 100 \ \text{nm} \). This process typically takes 1-2 hours. The resultant free floating membrane can then be lifted out using a micro-manipulator and deposited onto a standard Cu grid with supporting film of carbon ready for TEM investigation.

Case Study 3: 3D reconstruction of microstructure

Figure 2: A sequence of secondary electron images which illustrate the procedure for TEM sample preparation with the FIB. The specimen is a steel, where the region of interest is a clearly visible particle in the steel surface. The ion beam can be used to generate an electron transparent section through this precise region.
The dual beam instrument allows sequential sectioning, through the ion beam, and imaging, through the electron beam. As a result, data sets, typically of 100-200 images can be recorded sequentially through a microstructural feature within a few hours. Post acquisition processing can then be used to reconstruct a three dimensional representation of a feature [2].

Figure 3 shows a series of images of a second phase particle located in a steel matrix. Spatial features, such as particles, thin film layers and cracks, can be segmented and designated with a distinguishing colour. This will provide detailed information of specific microstructural features in 3-dimensions.

Case Study 4: Nano-fabrication

FIB can be used as a tool to fabricate devices and prototypes at a submicron level. This can be used, for example, to mill sub-micron apertures or gratings to act as filters. More recently, the FIB has been extensively used as a tool for the fabrication of posts for atom probe analysis. These posts have rigorous specimen preparation requirements, including a tip that must be ~ 50 to 100 nm in diameter. The use of the FIB not only allows rapid and reproducible production of these posts, but allows the tip to be prepared from specific regions of interest. Fig 4 shows a FIB-prepared atom probe post in its final stages of preparation.

Figure 3: Montage of images showing the reconstruction of a particle embedded in a steel matrix. The red regions show a digitally reconstructed and rendered 3-D visualization.

Figure 4: Secondary electron image of a FIB-prepared atom probe post from a thin film structure. The post is prepared with the coating-substrate interface running down the axis of the post.
Final Remarks

The FIB is a highly flexible instrument which can be used to solve materials science problems in a number of ways, either through direct imaging, a tool for specimen preparation or in fabrication of devices.
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Nuclear science and forensic science - complementary sciences!

James Robertson
Australian Federal Police

Is there really such a species as "forensic science" and, if so, why should nuclear scientists be interested in engaging with forensic science professionals? This presentation will dispel myths about what forensic science is, and what it is not, as perpetuated by the CSI phenomenon! It will show how in today's world of national and international security why scientists in the "nuclear space" and the "forensic space" need to engage in a synergistic and practical way and it will show how this engagement in Australia is working. Finally, it will describe the recent implementation within the AFP of the Australian Chemical, Biological, Radiological and Nuclear (ACBRNE) Data Centre and its future importance in ensuring these "spaces" are properly connected and driving intelligence through the sharing of technical information.

Presenter: Adjunct Professor James Robertson BSc, PhD, PSM.

Ad/Prof. James Robertson is the National Manager Forensic and Technical for the. During a 30 year plus career James has worked for 10 years as an academic in Scotland, migrated to Australia in the mid 1980's and has led the AFP's forensic group since 1989. He is an Adjunct Professor at two universities and has edited or coedited several books and is widely published in his areas of professional interest. The latter includes trace evidence and illicit drugs. He has a particular interest in forensic and technical intelligence. James sits on numerous government and academic committees and steering groups. He was awarded the Public Service Medal in 1985 for his services to law enforcement and forensic science.
Radiologically contaminated evidence: extraction procedures and the effect of radioactive materials on forensic DNA profiling
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A need has been identified within the forensic science community to investigate the impact of radioactive contaminants on the analysis and interpretation of forensic biological evidence. A possible application of this research includes the response to a terrorist use of a ‘dirty bomb’, where radioactive material is dispersed with the aid of explosives. The research undertaken investigates: (1) DNA extraction methods for the efficient isolation of DNA from a representative contaminant (with analysis via inductively coupled plasma mass spectrometry), and (2) the damage caused to DNA evidence after exposure to gamma (60cobalt source) and alpha radiation (STAR accelerator).

Traditional and novel methods utilised for DNA extraction merit investigation for the removal of radioactive contaminants while effectively extracting DNA from the biological sample. In addition, considerations need to be made for improvement in time and resource efficiency and suitability for implementation in on-site/mobile processing units. Novel systems, such as DNA IQ (Promega, USA) and ChargeSwitch (Invitrogen, UK), utilise paramagnetic silica beads for the extraction of DNA, and show promise for such applications. These systems have also demonstrated efficiency for the purification of DNA from traditional contaminants found in forensic samples.

These extraction methods were investigated for the efficiency of contaminant removal at levels representative of a radiological incident as well as the quantitative and qualitative effects of the contaminant on DNA analysis. Non-radioactive caesium-133 was introduced to the samples in known concentrations of 0.001M, 0.005M and 0.01M prior to extraction via standard protocols. The recovered caesium concentration was determined using inductively coupled plasma mass spectrometric analysis in both the presence and absence of DNA. In addition, these samples were analysed to assess the quantity of DNA obtained and quality of the DNA profile produced with and without the caesium-133 contaminant. The DNA extracts were profiled with the AmpFlSTR Profiler Plus kit (Applied Biosystems, USA). Results have shown a consistent reduction in the level of caesium present in the final purified DNA extract at an efficiency of greater than 99.9% for all concentrations tested. The extraction procedure exhibited an 88-95% removal of contaminating caesium-133, with a significant portion suspected to be adsorbed onto the silica extraction beads (≤12%). The addition of DNA did not appear to affect the ability of the system to remove contaminants, and quantitation of the DNA samples and the DNA profiles produced from contaminated samples were consistent with control samples analysed.

The forensic analyst will also need to be equipped with the knowledge to assess the information obtained from biological material that has been exposed to radioactive sources. The interaction of ionising radiation with biological systems results in damage to the cell, particularly to the DNA molecule within. DNA damage is characterised by single- or double-stranded breaks, formation of alkali-labile sites and DNA adducts where there is alteration to the chemical or physical structure of the
DNA. From the known types of damage caused by ionising radiation, there are significant implications for the process of DNA profiling, as successful analysis relies on the integrity and stability of the DNA molecule at specific non-coding regions of the genome.

Biological samples were exposed to various doses of gamma ($^{60}$cobalt source) and alpha (STAR Accelerator, 5.5MeV) radiation which represent the doses expected at the site of a potential radiological incident. DNA from the samples were extracted, quantitated, and amplified to generate a DNA profile (AmpF/STR Profiler Plus kit, Applied Biosystems USA). DNA profiles from each sample were compared for variation in peak height, allelic dropout, and anomalous peaks. After gamma irradiation, the data generated shows little observable degradation of DNA up to 5kGy for all samples tested. Consistent decreases in peak height and allelic dropout were observed in profiles at and above 10kGy, with complete profile loss at 500kGy. Results obtained from samples irradiated with alpha particles showed an increasing dose significantly reduce the successful production of a DNA profile from $5.9 \times 10^{11}$ Becquerels/cm$^2$. The DNA profiles from samples irradiated with both gamma and alpha radiation also illustrate that allelic dropout first occurs at higher molecular weight loci. This suggests that the larger sizes of these loci are more susceptible to radiation bombardment, and therefore more likely to incur damage.

From the data generated, the paramagnetic bead extraction systems have shown to be effective for the removal and purification of DNA after contamination with soluble caesium salt. This reflects the potential for its successful application to forensic DNA profiling following a radiological incident. In addition, information has also been obtained demonstrating the likelihood of successful DNA profiling following exposure of the evidence to gamma and alpha radiation.

Keywords: DNA profiling, DNA damage, extraction, radioactive materials, gamma radiation, alpha radiation
A new methodology in prosthesis research: radioisotope tracing of knee implant wear
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The incidence of knee replacement surgery in Australia (~30,000 per year) is rising annually by about 10% [1]. Limited by wear debris the medical lifespan of a knee implant is only 10-15 years and can be as short as 2-3 years in some cases [2]. Due to increasing life expectancy, and due to medical complications caused by wear debris, enhanced wear resistance of knee implants will reduce overall health costs and will benefit patients' quality of life.

Particulate wear debris from the UHMWPE (ultra-high molecular weight polyethylene) component of the implant typically causes the inflammatory reaction that breaks down bone around the prosthesis and limits its lifespan. Previous measurement attempts of wear in surgical implants using mass loss or geometrical techniques have drastically been lacking in sensitivity.

We investigate a new methodology which promises to be more sensitive and may allow the characterization of wear debris shedding on the nanometer-scale. In our approach, radioisotope tracers are introduced into prosthesis materials and wear rates are derived by detecting the radioactivity of the prosthesis lubricant during laboratory simulation. The radioisotope tracer chromium-51 with a half-life of 27.7 days is well suited for this work. It is aimed to place the tracer atoms in the materials using three different techniques, at minimum atomic concentration and with negligible material modifications, however, with detectable activity. In combination with atomic force microscopy [3,4] this methodology may allow the detailed measurement of early wear phenomena and possibly debris tagging.

Wear debris from knee prosthesis

Figure 1 shows an x-ray image of a knee implant following replacement surgery. The femoral component (Cocr) articulates a wear surface made of UHMWPE, which is the established bearing material for knee prostheses [5].

PE is superior to any other bearing material. However, for each day of patient activity around 100 million microscopic debris particles are released into the tissue surrounding the implant [5]. UHMWPE particulate debris is found in the synovial fluid bathing the implant, in the cellular tissue lining the joint, in the bone, and in the soft tissues of the knee. The debris activates cells that engulf, and then digest, the debris particles as foreign material. These cells (macrophages) then release waste material (cytokines), which is the mediator of the inflammatory reaction. This stimulates a response within the bone tissue (osteoclasts), leading to the gradual resorption of bone tissue at the bone/cement or bone/prosthesis interface, eventually causing loosening of the implant [6]. This is painful for the patient and inevitably the prosthesis has to be replaced by additional surgery [7].
New Methodology

Green et al. [8] have shown that the most biologically active polyethylene wear particles are in the size range 0.3 - 10 µm. The time, origin and rate of debris production in knee prosthesis are, however, poorly understood. Our new methodology is described below.

1) Introduction of the radioisotope tracer into UHMWPE

The radioisotope tracer may be introduced into the tibial component of the prosthesis via: (i) admixture during manufacture, (ii) diffusion, or (iii) ion implantation. $^{51}$Cr, a gamma-ray emitter ($E_\gamma = 320$ keV) with $t_{1/2} = 27.7$ days is well suited for this work, since its half-life matches the time-scale of a typical wear study. Each introduction procedure has advantages and poses challenges. Admixture during manufacture, (i), requires collaborative arrangements with a commercial producer of knee implants to ensure that the properties of the doped tibial UHMWPE component are identical to those of their product. However, uniform tracer concentrations throughout the component can be achieved and the mass- and volume-change during wear simulation may thus be measured.

![Figure 1: x-ray of knee implant: Bone resorption due to particulate debris loosens the implant.](image1)

![Figure 2: $^{51}$Cr Activity remaining on 3 samples kept three days in an oven at 100°C in comparison with reference samples.](image2)

The diffusion of radioisotope tracers into UHMWPE, (ii), is untested. Only low annealing temperatures below 100°C may be considered, however, near-surface concentrations at depths of less than 100 nm are sufficient and, in fact, desirable for the measurement of wear effects on the nanometer scale.

The ion implantation of the radioisotope tracer, (iii), combines shallow depth-profiles with the possibility of lateral resolution [10]. Both direct implantation, at energies of 100 - 150 keV, and recoil implantation following production via nuclear fusion evaporation reactions at energies of 10 - 50 MeV, may be considered. In the first case a 50 nm surface layer of the material may be labelled, whereas in the second case a thin layer of material at a depth in the range of 500 - 1000 nm may be labelled with the radiotracer, respectively.
**Preliminary work**

In preliminary experiments the diffusion of the radioisotope tracer $^{51}$Cr has been studied. 0.02 ml of $^{51}$Cr in solution, obtained commercially from Perkin and Elmer, were placed inside a circular positioning ring onto 6 UHMWPE samples. The samples were then dried overnight under a heat lamp, and 3 of the samples were kept in a furnace at a constant temperature of 100°C for 5 days to induce the diffusion of the tracer. After removal from the furnace the positioning ring was also removed and the $^{51}$Cr-activity of the samples was measured using NaI-scintillation detectors. This was followed by a series of identical cleaning attempts using cotton balls and ethanol and repeated measurement of the remaining gamma ray activity.

Figure 2 shows the results and demonstrates that 99%± 1% of the $^{51}$Cr activity did not diffuse into the material, but remained at the UHMWPE surface. Further studies will explore different diffusion regimes and attempt to quantify less than 1% of the initial $^{51}$Cr activity in order to verify what fraction, if any, of the $^{51}$Cr diffuses into UHMWPE.

**2) Articulation of the UHMWPE wear surface**

The wear of knee prosthesis components is studied using a constant force and a more realistic commercial knee simulator allowing more realistic articulation cycles.

**Preliminary work**

The constant force knee simulator (see Figure 3) has been design and constructed at University of New South Wales at ADFA. Such a simple design was chosen to produce reproducible wear patterns reliably. The axial force (load applied from below) can be adjusted over a range of 0-1000 N, and flexion angles of 24°, 38°, 51° and 66° can be set. The UHMWPE wear surface is articulated at a rate of 1 cycle per second. The knee simulator was commissioned using a pristine knee implant from Depuy, with water as lubricant. It was found that the simulator operate reliably over up to $1.2 \times 10^6$ cycles at various loads and flexion angles, and that wear debris could successfully be removed from the lubricant. Figure 4 compares (a) flexion angles and (b) axial force for the constant load knee simulator with those of a more realistic simulation (data from [11]).

**3) Characterization of debris in the synovial fluid**

In regular intervals, the lubricant is removed from the simulator. The prosthesis components are weighed and particulate debris is characterized. Ultimately the activity of the radiotracer will be measured.
Preliminary work

Illustrating a typical result, Figure 5 shows the mass loss of a UHMWPE tibial component as a function of simulation time, for different angles of flexion and loads. The component mass was determined by weighing with an accuracy of better than 0.001 g following drying under a heat lamp over 2 hours. The measured wear rate is an order of magnitude larger than expected. This may be attributed to the deliberate application of a relative large axial force at maximum flexion angle, leading to shear load and scraping of the wear surface. The debris particulates from these preliminary simulations may, however, still be expected to be similar to more realistic conditions and can thus serve to verify the new methodology. A state-of-the-art knee simulator is currently acquired to produce wear debris under more realistic conditions approaching those in a patient.

Green et al. [8] and other authors characterize biologically active polyethylene particles by filtration and SEM. The capability of atomic force microscopy of directly determining the spatial dimensions of a polyethylene particle, however, has only be applied in few studies [9]. In the present study atomic force microscopy has been used to measure the particles dimensions.

Debris particles suspended in the lubricant (H₂O) have been characterized using AFM in semi-contact mode, after a drop of the lubricant was dried on a clean silicon surface. Figure 6 shows typical images which allow the assessment of debris dimensions. Two types of particulate debris may be distinguished. Figure 6 (a) shows that clumps (C) with typical diameters of 5 µm fall well inside the biologically active range. Fibrils (F) have a much smaller overall volume with elongations ranging from 0.5 to 10 µm and typical diameters of less than 300 nm, as apparent in the three-dimensional visualization of AFM data in Figure 6 (b).
Conclusions

A new methodology for measuring the wear performance of knee prostheses is being studied. Preliminary diffusion studies demonstrated that (99±1) % of the $^{51}$Cr activity did not diffuse into the material, but remained at the UHMWPE surface. A knee simulator was successively commissioned using a pristine knee prosthesis. It was found that the simulator operates reliably over up to 1.2x$10^6$ cycles at various loads and flexion angles, and that wear debris particulates can be obtained. It has also been shown that atomic force microscopy is well suited to characterize nanometre size UHMWPE particles. Two types of particulate debris, clumps and fibrils, have been distinguished in the lubricant.
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Introduction

At present there exists a need, in both medical physics and radiation protection, for a portable microdosimeter that can be used in determining the radiobiological effectiveness (RBE) of different mixed radiation fields. The microdosimetric approach to this determination is based upon obtaining the spectrum of lineal energy events, \( f(y) \), in a micron sized site produced by secondary charged particles generated during the exposure of tissue to ionizing radiation. With knowledge of \( f(y) \) the RBE is calculated using \( \int Q(y) y^2 f(y) \text{d}y \), where \( Q(y) \) is a quality factor obtained from radiobiological experiments [1,2]. Experimental measurements of \( f(y) \) require a radiation detection instrument with a sensitive volume equivalent in size to a biological cell. Traditionally gas proportional counters have been used; however these have a number of well documented failings [2].

Recent efforts to produce a solid state microdosimeter include a semiconductor-on-insulator (SOI) based device developed at the Centre for Medical Radiation Physics at the University of Wollongong, Australia [3]. This device consisted of a 2D diode array of elongated parallelepiped shaped micron sized volumes. The device was tested for applications in radiation therapy [4-6] and in radiation protection [7]. Due to the sensitive volume geometry the device was found to have a poorly defined average chord length for isotropic radiation fields. Additionally the response of the device as a microdosimeter suffered due to the unwanted diffusion of charge from outside the defined sensitive volume [8]. Other attempts to realize a solid state microdosimeter also suffer from the limitations of the elongated parallelepiped design [9].

We present a solid state microdosimeter with a cylindrical sensitive volume fabricated as a physically and electrically isolated structure. This design allows for a reduced variance in the average chord length of the sensitive volume, with charged particles incident at varying angles to the sensitive volume, as well as a decrease in the amount of lateral charge diffusion.

In this study the electrical characteristics of the device are presented along with the results of an ion beam induced charge collection (IBICC) study.

Materials and Methods

The Device

Schematics of the detector structure are shown below in figure 1. Fabrication of the device employed planar processing techniques on a \( p^- \) silicon on insulator (SOI) wafer. Phosphorus and boron were diffused into the silicon wafer to produce p-n diode structures possessing coaxial geometry. The P diffusion formed an axial \( n^+ \) region separated from the B diffused coaxial \( p^- \) region by an intrinsic \( p^- \) sensitive volume of width, \( w \). The silicon external to the \( p^- \) region of each diode was removed through an etching process to create a mesa structure 2 \( \mu \)m in thickness (\( t \)). In production two versions of the test structure were fabricated with sensitive region widths of 2\( \mu \)m and 10\( \mu \)m respectively. Each substrate contained 10 individual diodes.
Experimental Setup

The electrical properties of the diodes were determined using conventional IV and CV testing with a Keithley 6517A electrometer and a Boonton 7200 capacitance bridge. All measurements were performed under vacuum at room temperature to allow for reproducible conditions.

The charge collection characteristics of the device were experimentally measured using the Australian Nuclear Science and Technology Organisation (ANSTO) heavy ion microprobe. The microprobe was used to produce a 3 MeV beam of He$^{2+}$ ions focused to a diameter of approximately 1.0 µm. The amount of energy deposited within the microdosimeter during each ion traversal, $E$, was measured with a standard charge sensitive preamplifier and shaper. The signal was fed directly into an ADC channel of the data acquisition system in coincidence with signals indicating the beam position, $x$ and $y$. Data triplets ($x,y,E$) were saved for each event in a list mode file. Using this data IBICC imaging maps were generated to display the median charge collected, and the number of collected events within a desired energy range, as a function of beam position. The aim of using these maps was to observe the geometrical boundary of charge collection within each device, draw conclusions about the uniformity of the device thickness, and identify any other features that may produce artefacts within the subsequent microdosimetric spectra.

Results and Discussion

IV and CV

The typical reverse current for diodes on both the 2µm and 10µm device were not greater than 3.0pA at an applied reverse voltage of 9V. The capacitance per unit area was found to be $\approx 0.5$ pF·µm$^{-2}$ under the same conditions, a high value due to the 2µm depletion width.

IBICC Results: 2 µm Device

An energy spectrum of the 2 µm wide microdosimeter device in response to the 3 MeV He$^{2+}$ ions is shown in figure 2. A peak can be seen at an energy of approximately 500 keV. The expected energy loss of a 3 MeV He$^{2+}$ ion in 2 µm of silicon is 400 keV (196 keV/µm). The origin of events at energies below the peak can be understood in terms of the spatial location of the ion strike as discussed below.

Figure 3 shows a median energy map of the charge collected during a scan of the 2 µm device. The location of events with high median energy collection are shown in red forming an annulus. These events correspond to the charge collection under the drift of the applied electric field. The uniform nature of the energy implies a uniform thickness of the microdosimeter throughout this region. The small central region of low median energy events shown as blue corresponds to the presence of the axial $n^+$ region of the device.

At the outer perimeters of the diode another region of low median energy events can be seen. These low energy events correspond to ion strikes incident upon the coaxial...
$p^+$ region external to the intrinsic silicon. These events are thought to result from the diffusion of charge from the $p^+$ region into the radial electric field region of the diode. No events were observed from outside of the diode mesa structure external to the intrinsic silicon. These events are thought to result from the diffusion of charge from the $p^+$ region into the radial electric field region of the diode. No events were observed from outside of the diode mesa structure.

**Conclusion**

A new design for a solid state based microdosimeter with micron sized sites typical in size to a cell nucleus was presented. Charge collection mapping of the individual diodes demonstrated a well defined region of complete charge collection corresponding to a true micron sized sensitive volume. The mesa structure design was successful in eliminating unwanted diffusion of charge from outside of the sensitive volume.

Fig. 2. Energy spectrum of the 2 µm microdosimeter device in response to 3 MeV He$^{2+}$ ions. Fig. 3. The median energy map of the charge collected (calibrated in terms of energy) during a scan of the 2 µm device.

In the full paper additional results of IBICC testing with 3 MeV and 5.5 MeV He$^{2+}$ ion beams will be presented for both the 2 µm and 10 µm wide diodes along with IBICC results for proton and carbon ion beams. Device simulations using GEANT4 will also complement the presented experimental results.
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The Australian Synchrotron is a new 3rd generation synchrotron source. The initial funding covered the construction of the machine and nine beamlines of which two are dedicated to Protein Crystallography. Protein crystallography is the largest single science user of synchrotrons worldwide. Details of the construction, commissioning, user operations of the two protein crystallography beamlines will be presented.

NanoSIMS – Recent advances and new applications in SIMS
Matt Kilburn
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Recent advances in SIMS instrumentation have fostered new applications in biological, materials, and earth sciences, where high spatial resolution is required. The novel design of NanoSIMS allows high spatial and high mass resolution to be achieved while maintaining high sensitivity and transmission. A multi-collection system enables the detection of up to five species or isotopes simultaneously. This has made it possible to map elemental and isotopic tracers in biological samples at sub-cellular scale, oxide growth in stress corrosion cracks, isotopic measurements of micron-sized particles, and interface mechanics in semiconductor materials. These and other examples will be presented in this talk.
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Ion-beam sputtered germanium thin films – self-assembly of surface nanostructure using post growth annealing

Damian Carder 1, Andreas Markwitz 1,2 and H. Baumann 1
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2 The MacDiarmid Institute for Advanced Materials and Nanotechnology, New Zealand
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Presented here is a study into the self-assembly of Ge nanostructures using ion-beam sputtering followed by a rapid and uncomplicated post-growth annealing method. The aim of the work is to produce controlled and predictable assembly of the surface features, central to the development of any application.

Our group has recently demonstrated the nanostructuring of untreated Si substrates using an electron beam annealing (EBA) technique [1], with the so-called nanowhisker surface structure showing immediate promise in field-emission and vacuum electronics applications [2].

Experimental: Ion-beam sputtered layers of Ge, ~200-400 nm thick, were deposited near room temperature on a Si substrate. The ion sputter system was operated at a base pressure of better than $2 \times 10^{-7}$ mbar, with an argon gas ion source operating at 1mA. The Ge films were annealed at temperatures ranging from 400°C up to 700°C using the GNS electron beam annealing (EBA) technique.

Results and Discussion: Atomic force microscopy (AFM) measurements were made using an Easyscan 2 AFM from Nanosurf. Figure 1(a) shows an AFM image of the as-deposited Ge surface. In contrast, figure 1(b) shows the scan of the surface after annealing at 550°C for 15s. It is evident from figure 1 that a dramatic surface roughing on the nanoscale has occurred due to the annealing process. Figure 2 shows the average surface roughness calculated from AFM images of Ge films after annealing for 15s at temperatures from 400°C to 700°C.

![Figure 1: Atomic force microscope images of a sputtered Ge film (a) before and (b) after electron beam annealing.](image-url)
Between 400 and 600°C the roughening is an order of magnitude higher than the as-deposited surface layer but remains relatively constant in this region. Over an interval of 100°C (600 – 700°C) the surface roughening increases again to a value three orders of magnitude greater than the pre-annealed value. Further analysis of the height distributions for the nanostructures reveals a large characteristic difference for samples annealed above and below 600°C. At the lower temperatures the nanostructures are all below 50nm whereas larger nanofeatures form at 700°C, with a distribution of heights centred at 450nm [3].

To further investigate the larger feature size at higher temperatures, we performed Rutherford backscattering spectroscopy (RBS) measurements. The experimental details are as detailed in [4], where simulation of the RBS data was performed using the RUMP software program [5].

Figure 3 shows the RBS spectra of four annealed Ge films. The position of the Ge surface, Ge/Si interface and Si substrate are indicated. Notably, the regions of the Ge/Si interface (1.3 - 1.6MeV) and Si substrate (~1.1MeV) show distinct changes as the annealing temperature is increased. At the lower temperatures (450 and 600°C) the Ge/Si interface is abrupt (at 1.6MeV), in contrast to the higher temperatures (650 and 700°C) where the data shows a pronounced gradient across energies of 1.3 to 1.6MeV. Similarly, the gradient is more abrupt for the lower temperatures at the Si substrate. Both these observations show significant intermixing of Ge and Si across the film/substrate interface. It is noted that the film thickness varies between samples. However this does not account for the simulated differences in the following analysis.

The general features of the film annealed at 450°C are shown in detail in figure 4, assessed from a simulation of the measured spectra.
A surface layer of Ge$_{0.9}$O$_{0.1}$ is observed for all samples. The 450°C sample had a film thickness of 230 ± 5 nm. Similar analysis for the sample annealed at 500°C resulted in a film thickness of 260 ± 5 nm. It is notable that even at 450°C a 2 at. % diffusion of Ge, extending 180 ± 5 nm, into the Si substrate is observed. This diffusion becomes more pronounced at the higher temperatures, where a comparison between the 500°C and 700°C sample is shown in figure 5. For the sample annealed at 700°C there is significant diffusion and intermixing of the Ge into the Si substrate, which is illustrated further in figure 6. It is notable that some Si (5%) has diffused through to the uppermost layer. The Ge content reduces from 95% to 4% across a thickness of around 650 ± 5 nm. The significant intermixing alters the strain distribution between the film and the substrate which leads to the formation of larger surface features. A similar shift in size distribution has been observed by Jin et al [6] during MBE growth of Ge on a heated Si substrate above a temperature of 600°C.

The authors wish to acknowledge the technical assistance of J. Kennedy, J. Futter and C. Purcell.
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Interface trap density reduction in thin silicon oxides using ion implantation

Michael Dunn¹, Dr. Jeff McCallum¹, Eric Gauja²
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The reduction of interface charge trap density is important in the manufacture of semiconductor devices such as MOSFETS, and for the successful construction of a silicon based quantum computer using single ion implantation. These devices require very thin oxides (<10 nm) in order to obtain high readout sensitivity. However, thinner oxides are also sensitive to oxide integrity so techniques such as rapid thermal annealing (RTA) are used to improve the electrical characteristics. The density of charge traps at the interface between the oxide and semiconductor (Fig 1) is a key measure of oxide integrity. A relatively low density is desired as this generally improves device characteristics.

Interface traps arise due to inherent structural defects, or by radiation processes which cause bond-breaking. In a silicon-oxide interface these defects correspond to trivalent silicon bonds, or “P₆ centres” that arise as bonds transfer from the bonding configuration in the crystalline Si to that of the amorphous silicon dioxide. For longer growth times (creating thicker oxides) the interface trap density is reduced as the traps are concentrated only at the interface. These traps are physically localized, but have a continuous spectrum of energy levels and are therefore different to traps found within bulk silicon which have distinct energy levels, at a range of locations in the band gap [1].

Growth of silicon oxide nearly always includes a thermal annealing step which reduces the interface trap density by up to two orders of magnitude depending on anneal settings and the specific sample [2]. Further reduction may be obtained if ions are implanted into the sample as noted by Afanas’ev for F ions implanted to stop in the oxide [3]. Peterstrom observed an increase in interface trap density for B and P implants into Si through SiO₂ [4].

In contrast to the Peterstrom study, this paper presents results that indicate ion implantation through the oxide can significantly reduce interface trap density, and finds neither significant ion species nor fluence dependency on the level of reduction.

Figure 1. MOS device structure
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Experimental Procedure

Si oxide layers were thermally grown in a triple wall oxidation furnace to thicknesses of 5 nm and 7 nm. Samples were passivated in forming gas for 15 min at 400 °C. P, Si and SiN ions were each implanted through the oxide at respective energies of 15 keV, 15 keV and 20 keV, for a range of fluences between 10^9 ions/cm^2 and 10^12 ions/cm^2. 15 keV P was used due to its importance in the silicon quantum computer development; Si to compare if the observed effect was ion species dependent or damage related; and SiN as a third species with the N component being of interest. 20 keV ensured that the N atoms had a similar stopping range to the other two implant species. SRIM (Stopping Range of Ions in Matter) data (Fig 2) show that P atoms come to rest at an average depth of ~240 Å below the surface of the oxide. The other species show a similar predicted range. Following implantation, samples underwent a 5 s RTA at 1000 °C, followed by a H-passivation anneal at 400 °C, 15 min in N\(_2\) (95%)/H\(_2\) (5%) and then 110 µm diameter Al contacts were deposited.

Electrical analysis was carried out using Deep Level Transient Spectroscopy (DLTS). Spectra are obtained by taking the sample into depletion with a 2.0 V bias, then applying 4.0V, 40 ms pulses at 1000 ms intervals and measuring the transient behaviour as charges are emitted from the electrical traps. Capacitance-Voltage and Capacitance-Temperature scans are also performed which together with DLTS spectra allow interface trap density to be obtained.
Results

Results for the three ion species at a fluence of 10^9 ions/cm^2 are shown in Fig 3, with interface trap density (Dit) presented as a function of energy. The “RTA” sample underwent all of the same processing steps, including RTA, but was not ion implanted. After implantation there is a significant reduction in interface trap density for all three ion species. Furthermore, this reduction does not seem to be dependent on the type of ion implanted.

Comparison of samples with different implanted fluences is shown in Fig 4. No significant fluence dependency is observed indicating that if a threshold fluence exists it is less than 10^9 ions/cm^2. A similar lack of fluence dependency has also been observed in Si and SiN.

CV curves of the non-implanted samples feature an unusual capacitance ‘hump’ as the sample is biased into depletion (Fig 5). After implantation the hump is no longer present indicating that the mechanism causing the capacitance hump could be linked to the reduction in interface traps.
The lack of ion species dependency suggests that the damage caused by implantation is responsible for the reduction in density. It is thought that the incident ions trigger a reorganization of the bonds at the interface such that a more energetically favourable structure is obtained with fewer charge traps. Further work will include a study of ion energy dependence and whether the associated stopping range has an effect on the reduction of interface traps. In addition to the ion implantation techniques studied here, MOS devices will also be exposed to electron beam and UV radiation to compare the effects on interface density.
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Abstract
Recently we reported [1] ordered spiral patterns of gold nanoclusters in silicon (100)
substrates by Au ion implantation followed by thermal (furnace) annealing. This
unique phenomenon was observed only above a critical threshold implantation dose
and annealing temperature. High resolution SEM & TEM analysis showed two
generations of Au nanoclusters of different size distributions. In this work, we have
used Rutherford backscattering spectrometry (RBS) to study the surface fractional
distribution of the Au nanoclusters of dissimilar sizes. Room temperature
implantations of 10 keV Au2+ ions were performed into Si (100) single crystal
substrates to a dose of 4.5x1016 Au/cm2 followed by thermal (furnace) annealing at
600°C for 60 min. The quantitative information about the lateral non-uniformity of
the sample surface is estimated by analysing the shape of the RBS spectra. The values
determined by RBS are in good agreement with electron microscopy results. This
study shows the capability of RBS in obtaining quantitative information on size
distribution of nanoclusters of heavy elements embedded in light substrates.

Introduction
Surface embedded metallic nanoparticles are of interest as templates for nanowire
growth and as primary components for future nanoscale devices. Self-assembled
nanoparticles, in particular, can facilitate selective bottom-up growth of patterned
one-dimensional nanostructures. While major progress has been made in fabricating
nanoparticles through various top-down approaches, a general direct bottom-up self-
assembly method is still not available. In this context, ion implantation has emerged
as a promising technique due to its ability to produce embedded nanoclusters [1-3].
Recently we reported the direct (maskless) formation of self-assembled spiral patterns
of gold nanoclusters on Si by Au ion implantation and subsequent annealing [1]. A
systematic study (SEM, AFM, XRD, and TEM) was conducted to determine the
formation mechanism underpinning these patterns. High resolution electron
micrographs showed the growth of Au nanoclusters of two different size distributions
after annealing at temperature above the a-Si/Au eutectic melting point. In this work,
we report the use of Rutherford backscattering spectrometry (RBS) to extract
quantitative information about the size distribution of Au nanoclusters by analysing
the shape of the backscattering spectrum as complement to the qualitative information
obtained by microscopy.

RBS has emerged as a powerful analytical tool to investigate the distribution of heavy
elements in light substrates. It has been applied to investigate the kinetics of phase
formation, amorphous re-crystallization and for depth profiling of laterally uniform
targets. Rough targets, on the other hand, are often considered as unsuitable for such
analysis. Thirty years ago, Campisano et al. [4] drew the attention of scientific
community to solve the ambiguity in RBS spectrum interpretation of laterally non-
uniform targets. Following his work, in mid 90’s, Marin et al. [5] developed an
algorithm to extract lateral non-uniformity statistics by analysing the shape of RBS spectra. In this report we present statistical information of surface fraction of different populations of Au nanoclusters segregated to substrate surface from a shallow near-surface a-Si/Au alloy produced by ion implantation and thermal annealing. The quantitative information obtained from RBS is confirmed by several low magnification scanning electron micrographs.

**Experimental**

Prime grade single crystal p-type (100) oriented, Czochralski silicon substrates were implanted at room temperature with Au$^{2+}$ ions to an ion fluence of 4.5x10$^{16}$ cm$^{-2}$ using a MEVVA (metal vapour vacuum arc ion source). The lowest possible extraction voltage of 10 keV to produce a stable ion beam (with average energy of 20 keV) was chosen to ensure maximum surface concentration of implanted Au. A metal (Al) mask with 16 equi-spaced circular holes of 4 mm diameter was used in contact with the 2” diam substrate held at room temperature to produce identical and well separated zones of gold ion implanted regions. Later, these implanted regions were cleaved into samples for post-implantation treatments. The depth of the resulting amorphous layer was estimated using SRIM. After implantation, the samples were annealed in an open alumina tube (4” diam) furnace at 600 ºC (temperature accuracy ±1%) for 60 min. High purity argon (Ar) gas was used as a carrier gas and the flow rate was maintained at 100 cm$^3$/min throughout the course of heating/cooling. Before annealing, the furnace was ramped to the desired temperature in the presence of Ar ambient. The sample was then introduced and heated for the required time. In all the cases the sample was cooled rapidly by moving it to the cold end of the furnace tube after the anneal.

Rutherford backscattering with 2 MeV $^4$He$^+$ ions was used to evaluate the surface fractional distributions of Au nanoclusters of different populations. The detector was positioned at a scattering angle of 110º (glancing angle to the sample surface) to obtain better depth resolution from the shallow amorphous region. The beam size was maintained large enough (1 mm$^2$) to contain a statistically representative sampling of the target to ensure a single spectrum is representative of the sample. The surface morphology and the size distribution of the nanoclusters were analysed using field emission scanning electron microscopy (FEI Qanta 200).

**Results and discussion**

Figure 1 shows the principle observation of our work, namely the formation of a bimodal distribution of Au nanocluster from a molten amorphous-silicon / gold (a-Si/Au) alloy layer after heating 4.5x10$^{16}$ Au/cm$^2$ at 600º C for 60 minutes. The as-implanted substrate shows a smooth topology (see inset in figure 1a) with a spatially random distribution of Au droplets in the size range 0.5 - 10 µm deposited during MEVVA implantation. These solid Au droplets (labelled by an arrow in the inset) are called “macroparticles” to emphasize their size compared to Au nanoclusters generated during the crystallization of a-Si/Au alloy layer during annealing. These “macroparticles” are generated at the vacuum arc cathode, travel along with the plasma and deposit on the target surface during MEVVA implantation [6].

Figure 1a shows the lateral non-uniformity of the sample surface caused by clustering of zone-refined Au on Si after heating at 600º C for 60 min. It also shows that variations of the structure and composition are not so microscopic that no difference with the approximation of a homogeneous medium can be detected. The presence of
two generations of Au nanoclusters of different sizes is shown in figure 1b. The bigger clusters are of the size range 400-500 nm whereas the second generation clusters range between 50-75 nm. The size of the Au nanoclusters has been determined from several low magnification scanning electron micrographs. The increase in width of the size distribution is similar to ‘Ostwald ripening’ process where the bigger clusters grow at the expense of smaller ones at higher annealing temperatures.

![SEM micrographs showing surface morphology of 4.5x10^{16} Au/cm^2 implanted into Si (100) and annealed at 600° C for 60 min a) low magnification image showing de-wetting of Au on Si (Inset showing as-implanted substrate); and b) high magnification image showing bimodal distribution of Au nanoclusters.](image)

Figure 1: SEM micrographs showing surface morphology of 4.5x10^{16} Au/cm² implanted into Si (100) and annealed at 600° C for 60 min a) low magnification image showing de-wetting of Au on Si (Inset showing as-implanted substrate); and b) high magnification image showing bimodal distribution of Au nanoclusters.

Figure 2 shows the corresponding backscattering spectra obtained with 2 MeV He^+ ions. The spectrum obtained from the as-implanted (un-annealed) sample shows a well defined Gaussian distribution of a 30 nm near-surface a-Si/Au alloy layer. The small tail of Au profile in the as-implanted sample is due to the random size and spatial distribution of the Au “macroparticles”. After annealing at 600° C for 60 min the implanted Au condensed into Au islands, leaving free a large portion of underlying silicon substrate. This is evidenced by a strong decrease in the Au yield and a gradual decrease in the intensity towards lower energies.

The Au profile after annealing at 600° C in figure 2 confirms the presence of two generation of Au nanoclusters of different size distributions. The long Au tail is due to the lateral non-uniformity of the substrate surface and the size distribution of the larger Au nanoclusters. (Similar effects were observed by Campisano et al. [4] in a laterally non-uniform lead (Pb) thin film on Si.) In contrast, the smaller clusters lead to resolution limited surface peak [7].

By analysing the shape of the Au profile before and after annealing, it is estimated that after heating at 600° C, Au nanoclusters of the size range 400-500 nm account for 70% of the Au coverage, whilst the smaller nanoclusters account for the remainder. To strengthen this estimation, the samples were annealed at temperatures above and below 600° C for very short annealing cycles (5-30s) to study the early stages of Au nanocluster formation. The early stages of Au de-wetting and Au nanocluster formation is estimated by comparing the RBS spectra recorded after different annealing conditions (results will be reported elsewhere).
Conclusions

By analysing the shape of RBS spectra of Au implanted Si before and after annealing, the surface fraction of two different generations of Au nanoclusters is obtained. Good agreement with SEM measurements confirms the accuracy of this method. The above results show that RBS can provide quantitative information about laterally non-uniform samples with more descriptive information provided by SEM. It is sometimes possible to conclude the presence of lateral non-uniformity by comparing several RBS spectra.
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Photonic nanostructures and their influence on Er luminescence
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Abstract

The properties of Er-doped silica wires are investigated and shown to exhibit properties characteristic of the material nanostructure. Specifically, the 1.5 µm emission from Er³⁺ is shown to exhibit a longer luminescence lifetime and enhanced thermal quenching in comparison to similarly doped bulk silica samples. The former is attributed to a reduction in the optical density of states of the nanowire samples and the latter to their large surface-to-volume fraction.

Introduction

Whilst there has been intense interest in the synthesis, structure and properties of silica nanowires [1-5], little work has been performed on optical doping and functionalisation of such materials. Several studies have noted the strong intrinsic luminescence from as-grown nanowires and a recent study by Zhang et al. [5] reported results for Er implanted nanofibre bundles. However, this latter study only examined samples implanted to very high fluences where strong concentration quenching effects are expected. In the present study, we report new results for Er-doped silica nanowires, including the impact of the nanowire structure on the Er luminescence and a novel ion-implantation technique that enables simultaneous nanowire growth and doping.

Experimental

Silicon wafers of (100) orientation were coated with a 20 nm thick Pd layer by sputter deposition. Portions of the wafer were subsequently annealed at 1100°C for 4 hours in an Ar ambient to produce a dense, randomly-oriented array of silica nanowires on the sample surface. Doping of the nanowires was achieved by ion-implantation with 110 keV ErO⁻. Samples were implanted to fluences in the range from 5×10¹⁴ to 1×10¹⁶ Er/cm² together with fused silica samples for comparison. The implanted Er has a mean-projected range in SiO₂ of 45 nm and its peak concentration ranges from 0.3 at. % to 5 at. %. All samples were then annealed at 900°C for 1 hour in either N₂ or O₂ to optically activate the erbium. These experimental procedures are summarized in Fig. 1.
Physical characterisation of nanowires was undertaken by scanning electron microscopy using a Hitachi field-emission scanning electron microscope (FE-SEM) equipped with energy-dispersive x-ray (EDX) analysis. Photoluminescence (PL) measurements of the Er emission were performed at room temperature using the 488 nm line of an argon ion laser as the excitation source. The luminescence emission was analysed with a Triax 320 spectrometer equipped with a high-sensitivity liquid-nitrogen cooled germanium detector. The excitation laser was mechanically chopped at 15 Hz and standard lock-in techniques employed to collect the spectra. For time-resolved PL measurements, the output of the detector was connected directly to a digital storage oscilloscope and the response averaged over 128 cycles. The time response of the system is estimated to be less than 0.5 ms.

Results and Discussion

Fig. 2 shows SEM images of silica nanowires produced by the metal-induced growth process described above. The nanowires have an average diameter of around 150 nm and lengths exceeding 100 µm. The nanowire growth mechanism has been investigated and found to depend on the formation of volatile Sao via a reaction between trace oxygen in the annealing ambient (present at the ppm level) and the silicon wafer.

Fig. 2: SEM images of Pd-induced nanowires produced by annealing at 1100°C in Ar.

Fig. 3: RBS spectrum of nanowire sample after implantation with 100 keV ErO⁻ to a fluence of 5x10¹⁴ cm⁻².

Fig. 3 shows an RBS spectrum of the nanowire sample after implantation with ErO⁻ to a fluence of 5x10¹⁴ cm⁻². The spectrum shows that Pd is distributed throughout the nanowire layer, consistent with its role as a growth catalyst. The implanted Er is located in the near-surface region of the nanowires, as expected from the fact that the projected range, (~45nm), is less than the average nanowire diameter (~150nm). Analysis also suggests that the nanowires consist of silicon-rich-oxide rather than stoichiometric SiO₂.
Fig. 4 shows a typical PL spectrum from the Er implanted nanowires together with a schematic of the optical transitions involved. The 1.5μm emission corresponds to the $^4I_{13/2} \rightarrow ^4I_{15/2}$ transition of the Er$^{3+}$ ion.

![Fig. 4: Room temperature PL spectrum from a nanowire sample implanted with ErO$^-$ to a fluence of 6x10$^{14}$ cm$^{-2}$.

Fig. 5 shows measured PL decay curves for nanowire samples implanted to a fluence of 6x10$^{14}$ cm$^{-2}$ after annealing in N$_2$ and O$_2$, together with a similarly implanted bulk silica sample annealed in N$_2$. The luminescence lifetime of Er in the nanowire sample is longer than that of the bulk sample. Analysis suggests that this is a direct result of a reduced optical density of states in the nanowire samples.

![Fig. 5: PL decay curves for nanowire samples implanted with ErO$^-$ to a fluence of 6x10$^{14}$ cm$^{-2}$ and annealed in N$_2$ and O$_2$. Results for a similarly implanted bulk silica samples are included for reference.

Fig. 6: Integrated PL intensity as a function of temperature for nanowire and bulk silica samples implanted with ErO$^-$ to a fluence of 1x10$^{15}$ cm$^{-2}$ and annealed in N$_2$. 

<table>
<thead>
<tr>
<th>Container</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NW: 6x10$^{14}$ Er.cm$^{-2}$</td>
<td>Sodium D line at 589 nm</td>
</tr>
<tr>
<td>O$_2$: 6x10$^{14}$ Er.cm$^{-2}$</td>
<td>Sodium D line at 589 nm</td>
</tr>
<tr>
<td>N$_2$: 6x10$^{14}$ Er.cm$^{-2}$</td>
<td>Sodium D line at 589 nm</td>
</tr>
<tr>
<td>silica</td>
<td>Sodium D line at 589 nm</td>
</tr>
</tbody>
</table>
Fig. 6 shows the temperature dependence of the PL intensity for nanowire and bulk-silica samples. This shows enhanced thermal quenching of the luminescence in nanowire samples compared to bulk silica samples. This effect is attributed to interaction between the excited state of Er and surface defects, with the effect enhance in nanowires due to their high surface-to-volume fraction.

Summary and Conclusions

The properties of Er-doped silica wires have been examined and shown to exhibit properties characteristic of the material nanostructure. Specifically, the 1.5 µm emission from Er³⁺ was shown to exhibit a longer luminescence lifetime and enhanced thermal quenching in comparison to similarly doped bulk silica samples. The former is attributed to a reduction in the optical density of states of the nanowire samples and the latter to their large surface-to-volume fraction.
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Zinc oxide (ZnO) is a low-priced, powdery white substance that is harmless to humans. It has found use in a wide range of medical and cosmetic applications. The ability to absorb ultraviolet light makes zinc oxide an active ingredient of choice in suntan lotions. ZnO is also incorporated in dietary supplements and vitamin tablets as source of the essential micro-nutrient zinc for the human body. It is widely used in paint pigments, paper coatings, UV-absorbing pigments, voltage spike suppressing varistors, touch-screen transparent conductive films, gas sensors and filler for rubber goods, etc. Although ZnO is used in commonplace, it also possesses semiconductor-like properties. It has a direct band gap of 3.36eV at room temperature and a higher excitation binding energy (50meV) which assures more efficient emission at higher temperatures, compared with other wide band gap materials such as GaN (28meV). Owing to these properties, ZnO has been identified by researchers in world wide as a next generation material that has the potential to create more efficient optoelectronic devices such as LED’s, Lasers, CDs and high definition DVD players [1-2].

ZnO is a natural n-type semiconductor, because of the presence of intrinsic defects such as Zn interstitials and O vacancies causing deviation from stoichiometry. Progress in ZnO research for optoelectronic applications remains limited due to constraints encountered in producing p-type materials in either thin films or bulk crystals. The growth of n-type material has proven to be relatively simple, as shallow donor impurities (Al, Ga and In) are readily incorporated into the ZnO lattice [1,3].The fundamental difficulty in p-type doping of ZnO arises from a number of reasons. For example, the donor level may be especially deep so that thermal excitation into the valence band is low. Other reasons could be a low solubility of the dopant or induced self compensating processes [4]. Recent theoretical studies have suggested that zinc vacancies in the ZnO matrix act as possible deep acceptors. However, nitrogen (among group V elements of P, As, N) atoms substituting for oxygen in the ZnO film have shown to be the most promising shallow acceptor in ZnO [4]. The aim of this investigation is to establish the doping protocol for nitrogen ion implantation into ZnO thin films using the GNS low energy ion implantation facility and ion beam analysis techniques.

Experimental procedure and results

We have deposited a range of ZnO thin films on silicon (100), quartz, glass and glassy carbon substrates using radio frequency (RF) magnetron sputtering under the optimised deposition parameters described in ref.3. The ion beam analysis techniques of RBS, Elastic Recoil Detection Analysis (ERDA) and Nuclear Reaction Analysis (NRA) [5,6] were used to measure the stoichiometry of the films and impurities such as hydrogen concentrations. Large variations in film thickness and composition were found in most of the as deposited films. It was also found that less than 1-2% hydrogen was present on the films deposited on Si. XRD analysis revealed that a strong (002) preferential orientation in the ZnO films deposited Si irrespective of thickness, indicating a polycrystalline hexagonal structure characteristic of ZnO, and preferential orientation along c-axis. It is due to the lowest surface free energy of (002) plane in ZnO.
Ion implantation for doping semiconductor materials (i.e. introducing dopants into the semiconductor) is a well established technique for the fabrication of electronic and optoelectronic devices. We have implanted 23keV nitrogen ions at under normal incidence with fluences ranging from $1 \times 10^{15}$ to $1 \times 10^{17}$ ions cm$^{-2}$ into ZnO films deposited on Si. The ion beam was raster scanned over the surface to produce a laterally homogeneous implantation into the films. DYNAMIC-TRIM [7] calculations have been performed to determine theoretical implanted ion profiles for the various fluences. The calculations predict a mean projected range of 45nm coupled with a maximum implantation depth of around 80nm. For these fluences, the N peak concentration varies between 0.05 and 18 at.%. At fluences larger than $1 \times 10^{16}$ N cm$^{-2}$, the N profile intersects with the surface.

Annealing was performed using an electron beam annealing system [8] at sample temperatures of 700°C for 10 min. This system operates with an electron energy of 20 keV and current up to 2mA. The annealing chamber is evacuated with a turbomolecular pump to a base pressure better than $1 \times 10^{-7}$mbar.

NRA measurements were carried out to determine the nitrogen concentration in the implanted samples. Nuclear reactions induced by bombardment with energetic protons, deuterons or alpha particles cause the emission of other energetic particles that can be used for elemental analysis. The sensitivity of the technique is very high for light elements [6]. Deuteron beams of an energy of 920keV (ion current = 20nA, ion beam diameter = 1 mm) were used. The emitted particles were detected with a surface barrier detector (active area of 300mm$^2$, Mylar absorber thickness 10.6µm) mounted at 150° to the beam. Standard materials of anodically oxidised Ta$_2$O$_5$ and TiN were used for calibration purposes.

Fig. 2 shows independent nuclear reaction peaks for the implanted ion N along with the O from the film and Si from the substrates. Carbon impurities can also be seen.
The peak width corresponds to the thickness of the film. The peak height can be converted into concentration by taking into account the values of cross sections and stopping power. In the present study the nuclear reactions $^{14}\text{N}(d,\alpha)^{12}\text{C}$ ($\sigma/d\Omega = 0.07 \text{mb sr}^{-1}$) and $^{14}\text{N}(d,p)^{15}\text{N}$ ($\sigma/d\Omega = 0.56 \text{mb sr}^{-1}$) were used to determine the N ion concentration in the implanted films. These reactions were chosen because their peaks do not interfere with peaks from the film and substrate material. It was found that the measured N concentrations at a fluence of $2 \times 10^{16}$ ions $\text{cm}^{-2}$ are around 4.1 at.% which is close to the DYNAMIC-TRIM calculated values as shown in Fig. 1. 

Nitrogen concentration can be measured at fluences above $5 \pm 1 \times 10^{15}$ ions $\text{cm}^{-2}$, which convincingly proves that NRA is suitable for detecting low levels of nitrogen in implanted semiconducting materials.

**Electrical and optical measurements**

The resistivity, carrier concentration and carrier mobility of the deposited and nitrogen implanted ZnO films on silicon were measured using an Ecopia HMS-3000 Hall Effect measurement system [9]. A high purity Ti coating was used for ohmic contact to all the films. Table 1 summarises the electrical characteristics obtained from the implanted and annealed films.

<table>
<thead>
<tr>
<th>Sample code</th>
<th>Film thickness (nm)</th>
<th>Sample treatment</th>
<th>Carrier Concentration (cm$^{-3}$)</th>
<th>Mobility (cm$^2$.V$^{-1}$.s$^{-1}$)</th>
<th>Resistivity ($\Omega$.cm)</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>302</td>
<td>as-deposited</td>
<td>4E19</td>
<td>4</td>
<td>0.04</td>
<td>n</td>
</tr>
<tr>
<td>51</td>
<td>170</td>
<td>Implanted (F=1x10$^{15}$ cm$^{-2}$)</td>
<td>4.9E18</td>
<td>1.5</td>
<td>0.04</td>
<td>n</td>
</tr>
<tr>
<td>52</td>
<td>200</td>
<td>Implanted (F=1x10$^{15}$ cm$^{-2}$) &amp; annealed</td>
<td>2.6E18</td>
<td>3</td>
<td>1.0</td>
<td>p</td>
</tr>
<tr>
<td>53</td>
<td>314</td>
<td>Implanted (F=2x10$^{15}$ cm$^{-2}$)</td>
<td>2.2E19</td>
<td>9</td>
<td>0.032</td>
<td>n</td>
</tr>
<tr>
<td>54</td>
<td>302</td>
<td>Implanted (F=2x10$^{15}$ cm$^{-2}$) &amp; annealed</td>
<td>3.39E18</td>
<td>305</td>
<td>0.0047</td>
<td>p</td>
</tr>
<tr>
<td>55</td>
<td>326</td>
<td>Implanted (F=2.5x10$^{16}$ cm$^{-2}$)</td>
<td>2.1E19</td>
<td>3</td>
<td>0.01</td>
<td>n</td>
</tr>
<tr>
<td>56</td>
<td>338</td>
<td>Implanted (F=2.5x10$^{16}$ cm$^{-2}$) &amp; annealed</td>
<td>3.4E18</td>
<td>278</td>
<td>0.006</td>
<td>p</td>
</tr>
<tr>
<td>57</td>
<td>302</td>
<td>Implanted (F=5x10$^{16}$ cm$^{-2}$)</td>
<td>1.9E19</td>
<td>3</td>
<td>0.12</td>
<td>n</td>
</tr>
<tr>
<td>58</td>
<td>326</td>
<td>Implanted (F=5x10$^{16}$ cm$^{-2}$) &amp; annealed</td>
<td>2.34E18</td>
<td>40</td>
<td>0.06</td>
<td>p</td>
</tr>
</tbody>
</table>

It is found that the N implanted and annealed targets showed p-type carrier concentration values from $1.0 \times 10^{13}$ – $5.0 \times 10^{19}$ cm$^{-3}$, hole mobility from 1 – 500 cm$^2$.Vs$^{-1}$ and resistivity of 0.0001 – 5 ohm.cm [10]. All the implanted samples show n-type conductivity. After annealing, the films were showing p-type behaviour. The carrier concentration decreases after implantation since the implanted region becomes amorphous. However, the carrier mobility does not change. Once the implanted films are annealed, the carrier mobility has increased two orders of magnitude and the carrier concentration value remain in the same order of magnitude value.

The optical properties have been investigated by photoluminescence (PL) [10]. PL measurements are performed at 77K. The results are shown in Figure 3. A strong donor bound exciton peak near 374nm (∼3.32eV), which is typical for n doped ZnO, is observed in addition to the broad peak in the visible region near 600nm. The exciton peaks correspond to p-type ZnO formed as a result of the acceptor doping process of low-energy acceptor ion implantation and EB annealing are observed between 360 – 450nm. The most prominent line at 3.31eV is observed in our p-type
ZnO samples. In addition to that few other acceptor bound exciton peaks at 3.31 and 3.35 eV are also observed.

**Summary**

We have successfully developed a protocol to produce a p-type ZnO via low energy ion implantation and electron beam annealing. We have implanted low energy nitrogen ions into thin films deposited on Si (100). The implantation depth was calculated to be 50 nm using Dynamic-TRIM. The implanted N was measured quantitatively using nuclear reaction analysis. The structural, electrical and optical properties were determined by XRD, Hall effect and PL. It is found that the N implanted and annealed targets show p–type carrier concentration. PL revealed exciton peaks in the region between 300 -450 nm. These exciton peaks correspond to p-type ZnO formed as a result of the acceptor doping process of low-energy acceptor ion implantation and EB annealing.
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Abstract

Single NV centres in diamond have been the subject of many studies in recent years due to their potential applications in quantum information processing. Compared to other single photon sources such as attenuated lasers, single atoms, molecules and semiconductor quantum dots, the NV diamond colour centre has the advantage of simplicity, photo-stability and room temperature operation. Despite these excellent properties, a recipe for maximizing the efficiency of NV production is yet to be optimized. This study is a step towards this optimization and uses photoluminescence and confocal fluorescence spectroscopy to investigate the NV yield of high purity single crystal type IIa diamond samples implanted with nitrogen followed by thermal annealing. The parameters varied include implanted nitrogen species, implantation energy, temperature, fluence and annealing temperature. Further, the study distinguishes between the yields of NV- and NV0 and offers theoretical basis for the observed differences.

Keywords: Diamond, N-V centre, Ion Implantation, Single photon source.

Neutral atom microscopy: a non-destructive, high-resolution surface analysis technique
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In recent years there has been much interest in neutral atom microscopy for surface studies. A neutral helium beam with an energy of 30-110 meV has a sub-angstrom de Broglie wavelength, making it an extremely sensitive surface probe. In addition, the energy range allows for simultaneous thermal and chemical contrast.

Development of a microscope based on neutral helium atom beams has previously been held back by the lack of sufficiently advanced optical elements for focussing and detection, however it is believed that there are now viable approaches to both problems. Ultra-thin single-crystal, hydrogen-passivated Si(111) surfaces have been created at the Cavendish Laboratory, which when electrostatically bent can be used to focus a helium beam for microscopy.

For an imaging microscope configuration, the University of Newcastle is developing a spatially-resolved field ionization detector allowing for the first time true imaging with a neutral atom beam source. In this talk the author will describe the concepts and technology behind both the Cavendish Laboratory's Scanning Helium Microscope (SHeM) and the University of Newcastle's spatially resolved helium field ionization detector.
Characterization of silicon detectors utilized in an on-line dosimetry system for microbeam radiation therapy

A.M. Baloglow 1, M.L.F. Lerch 1, M. Reinhard 2, R. Siegele 2, E. Brauer-Krisch 3, E. Siegbahn 3, V. Perevertailo 4, A. Bravin 3, A.B. Rosenfeld 1

1Centre for Medical Radiation Physics (CMRP), University of Wollongong, NSW, Australia
2Australian Nuclear Science and Technology Organization (ANSTO), Lucas Heights, NSW, Australia
3European Synchrotron Radiation Facility (ESRF), Grenoble, France
4. SPO-BIT, Ukraine

Microbeam radiation therapy (MRT) is a new form of radiation treatment being developed for children with inoperable and otherwise untreatable brain tumours. A new on-line dosimetry system is currently under development at the Centre for Medical Radiation Physics, University of Wollongong, Australia [1], which will be used to measure peak dose for each microbeam and the instantaneous MRT peak-to-valley dose ratio (PVDR). The peak dose and PVDR is an important physical parameter in MRT that indicates the quality of the MRT beam and must be measured with an accuracy of better than 5%.

The detector will also be used to act as a fast beam-stop trigger to avoid an undesirable dose being delivered to the patient undergoing MRT treatment within milliseconds time treatment delivery. Therefore the radiation damage induced in these detectors is important for understanding the reliability of the deduced dose using these detectors and will determine the useable lifetime of the detectors. The work outlined in this article discusses radiation damage studies induced in the bulk silicon strip detector utilized in the dosimetry system. Such radiation damage studies have not been widely studied under the very intense pulsed, low energy (average energy 100keV) synchrotron X-ray photons.

Materials and methods

The strip detector was fabricated by ‘SPO-BIT’ Ltd., Ukraine, according to the CMRP design. The detector is made up of 128 p⁺ p-n junction strips each with a width of 10 microns, length of 500 microns and with a strip-pitch of 200 microns produced on a 375 micron n-silicon substrate of resistivity of 5 kOhm cm. Current-voltage I-V measurements were taken of individual strips of the detector using a Keithley237 current source device. A BOONTON7200 capacitance bridge was used to measure the capacitance-voltage, C-V, characteristics of the silicon strip detector as above. The device was placed under evacuated conditions and measured at room temperature.

The Ion Beam Charge Collection (IBIC) study was performed on the ANTARES tandem accelerator at the Australian Nuclear Science and Technology Organization (ANSTO), using a 5.5MeV alpha particle beam with a diameter of 2 microns under reverse and zero bias. All three of the above mentioned techniques were performed before and after the irradiation of the detector with 60kGy from biomedical beamline (ID17) at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. The detector was irradiated under standard MRT beam conditions [2].
Results and Discussion

Fig. 1 displays the I(V^{1/2}) characteristics of some of the strips that make up the silicon strip detector, after MRT synchrotron beam irradiation. The neighbouring strips were suspended. Due to the penumbra of the 1mm microbeam the strips in the centre of the beam received higher radiation dose. One can clearly identify the heavily irradiated strips compared to the lightly/unirradiated strips. The non-irradiated and lightly irradiated p+ strips have demonstrated a typical linear relationship I vs V^{1/2} in a wide range of the reverse bias. However, the relation no longer exists for heavily irradiated strips for bias above 20V.

![Figure 1. Current-voltage characteristics of the post-irradiated Silicon Strip Detector.](image1)

Fig. 2. shows a distinct difference in the CV curve between the heavily irradiated strips to the lightly irradiated or unirradiated strips. One important notable feature is the change occurring to the kink within the C-V curve within (1-15)V.

Both of the effects mentioned above can be explained by build up positive charge in the field oxide by synchrotron ionizing radiation. The mechanism of increasing current is related to the creation of a MOS structure by the Al contact above the field oxide outside of the p-n junction area of the p+ strip. The build up of positive charge within this field oxide layer results in an electron enhancement channel at the silicon surface, leading to lateral shrinkage of the depletion layer at the p+ strip/n layer. An increase of the negative bias above the critical voltage (~20V) will overcome this induced electron channel and result in abrupt lateral depletion. Increasing of the depleted volume of the p-n junction increases the reverse current proportionally.

![Figure 2. Capacitance-voltage characteristics of the post-irradiated Silicon Strip Detector.](image2)
A similar explanation can be related to the kink present within the C-V characteristics of irradiated p+ strips. The MOS capacitance, produced by the Al contact above the field oxide and outside of the p-n junction, is connected in parallel to the capacitance of the reverse biased p-n junction. The effect of this MOS capacitance on the total capacitance can be seen on Fig.2. With the positive charge accumulated in the field oxide layer, this MOS component requires a greater reverse bias to reduce the term and for the capacitance exhibited by the depleted p-n junction to dominate. This can be seen in the C-V curve for the heavily irradiated strips. A more detailed explanation with theoretical modelling of this structure will be presented in the full paper.

For verification of the nature of the radiation damage within the strip detector under the synchrotron radiation and the explanation of the behaviours of I-V and C-V characteristics presented above, an Ion Beam Charge Collection (IBIC) study has been carried out on the device. IBIC was performed on the ANTARES tandem accelerator at the Australian Nuclear Science and Technology Organization (ANSTO), using a 5.5MeV alpha particle beam with a diameter of 2 microns under zero and reverse bias. Fig.3 shows a colour coded representation of the collected charge on 7 consecutive p+ strips irradiated with the 1mm synchrotron beam under various reverse bias conditions (0, 5, 10, 20, 30, 50V). The Al connection pads containing the wire bonding to the detector board can be clearly seen at the bottom of each strip.

It is clear that for bias 0 and 5 V full charge collection was observed in a central part of the 10 µm strip and no charge collection was observed under Al pads due to build up charge in the field oxide as discussed above. With increasing bias up to 10V (upper right image) improvement of the charge collection has been observed for the three far right strips which have received less dose due to beam penumbra and therefore less build up charge in the field oxide. The next image (lower row, left image) a bias of 20V demonstrates the effect of the accumulated positive charge within the field oxide layer, due to the irradiation of intense x-rays, on the charge collection efficiency of the device. A further increase in bias leads to full
charge collection under the Al pads of the strips on the left hand side and laterally to P+ strips due to spreading of the depletion region.

**Conclusion.**

The proposed model of radiation damage of the n-Si strip detector for MRT dosimetry on ESRF synchrotron beam based on build up charge in a field oxide only has been proved. This model was successfully applied for explanation of peculiarities of I-V and C-V characteristics changes. No bulk defect due to the irradiation of intense x-rays was observed in this application. Build up charge effect can be avoided by overbias of the strips or by regular annealing under 150°C if detector is to be used in a passive mode [3].
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Low-energy ion implantation of Group IV elements into wafer silicon has been used to investigate the fabrication of novel nanomaterials. For example 7 keV Pb\(^+\) atoms have been implanted into p-type Si wafer material at room temperature with the ion fluence of 4 x 10\(^{15}\) at cm\(^{-2}\) [1]. The analysis of the physical properties of implanted materials includes determination of the elemental depth distribution by RBS, elemental loss under high vacuum conditions after computer controlled electron beam annealing at 200 to 1000 °C; and the determination of surface topography by AFM [2]. The results of the experimentally determined elemental loss and structural properties need to be compared to theoretical calculations in order to understand and explain the physical structure of implanted substrates. This paper presents theoretical calculations for the rate of Pb and Sn loss from Si implanted substrates under vacuum during electron beam annealing over a range of temperature regimes.

Electron beam annealing of Si wafer material itself can produce nanostructures called nanowhiskers with potential applications as field emission devices [3]. The process of implanting ions into Si substrates results in amorphisation of the Si crystal lattice at the implanted area. Electron beam annealing of the implanted area recrystallises the Si or co-recrystallises Si with the implanted atoms to produce materials with novel and interesting nanostructures [4-5].

An important part of the process is determining the atomic concentration and depth profile of the implanted material. The annealing of substrates can result in diffusion of implanted atoms into, and out of, the bulk material. Theoretical calculations of the rate of loss of implanted atoms can be compared to experimentally determined values.

In the absence of any other interaction with the substrate, kinetic theory can be used to determine the rate of atomic loss from a substrate surface. The rate of migration of a property (mass, energy) is measured by its flux (\(J\)) and for mass this is expressed in kg m\(^{-2}\) s\(^{-1}\). The general form of the equation known as Fick’s First law of diffusion is given as [6]:

\[
J = -D\frac{dN}{dz} \tag{1.1}
\]

where:
- \(D\) = the diffusion coefficient
- \(N\) = the number of particles per unit volume (atoms cm\(^{-3}\))
- \(z\) = some axis

With respect to the case of atoms leaving a solid surface under high vacuum conditions we assume that the flux is mono-directional and equation 1.1 can be used to derive the flux of atoms from the surface such that:

\[
J = \frac{1}{2}N \dot{\omega}^2 \tag{1.2}
\]

\(\dot{\omega} = \text{mean speed} = (8kT/\pi m)^{0.5} = (8RT/\pi M_{mol})^{0.5}\) from the Maxwell distribution.

Since we are interested in the change of state from solid to gas we can incorporate the vapour pressure and atomic mass and rearrange equation 1.2 to give:

\[
J_m = 4.38 \times 10^{-4} \times p \times (M_{mol}/T)^{0.5} \tag{1.3}
\]

where:
\[ J_m = \text{mass flux (g cm}^{-2}\text{ s}^{-1}) \]
\[ p = \text{vapour pressure (Pa)} \]
\[ T = \text{temperature in Kelvin} \]
\[ M_{\text{mol}} = \text{molar mass (g)} \]

Figure 1 Calculated remaining dose of Pb in Si after annealing at \( T_{\text{max}} \) for different times, the dashed vertical line is the melting point of Pb

We can use equation (1.3) to calculate the loss of Pb and Sn from Si at different temperatures using the vapour pressure at that temperature (from [7]). For comparison with electron beam annealing the calculation can be modified to also account for atomic loss during ramping up and down and the time that the material is held at target temperature.

Figure 2 Calculated remaining dose of Sn in Si after annealing at \( T_{\text{max}} \) for different times, the dashed vertical line is the melting point of Sn
Starting from an initial dose of $4 \times 10^{15}$ atoms cm$^{-2}$, Figure 1 presents the calculated remaining dose (atoms cm$^{-2}$) for Pb in Si after annealing over a range temperature regimes using a temperature ramp of $5^\circ$C s$^{-1}$ and holding at the target temperature ($T_{\text{max}}$) for 10s, 30s, and 80s respectively.

In the case of annealing Si implanted with Sn at an initial dose of $4 \times 10^{15}$ atoms cm$^{-2}$, Figure 2 presents the calculated remaining dose (atoms cm$^{-2}$) for Sn in Si after annealing over a range temperature regimes using a temperature ramp of $5^\circ$C s$^{-1}$ and holding at the target temperature ($T_{\text{max}}$) for 10s, 30s, and 80s respectively.

The difference between Sn and Pb loss rates are immediately evident. Even though the melting point of Sn (211.97°C) is significantly lower than that of Pb (327.5°C), the determining factor is the vapour pressure. At room temperature, the vapour pressure of Sn is $10^{20}$ less than that of Pb.

Kinetic theory calculations provide a useful way of comparing expected behaviour of Si implanted substrates during the annealing process with experimentally derived results. Deviations from calculated results are likely to be explained by physical changes in the Si substrate material either by Si surface recrystallisation of the amorphous implanted area providing a barrier to diffusion of implanted atoms out of the bulk material or by inclusion of implanted atoms into the crystal lattice itself thereby forming novel nanostructured materials.
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Porous titanium dioxide materials fabricated by using templating techniques
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Abstract

The ability to control the morphology of materials is highly desirable as structure plays an important role in the final properties of the material. This can lead to enhancement of the performance of materials in applications due to changes in characteristics such as the accessible surface area and porosity. A study of the synthesis of titanium dioxide structures with controlled morphology will be presented. The tailoring of both outer morphology and inner porosity will be demonstrated by the use of templating techniques. Characterisation allowed the determination of bulk and intricate structural details, the crystallinity of the particles, the surface area and pore sizes of the structures and the temperatures at which crystal phase changes occurred.

Porous titanium dioxide structures have been produced using a variety of organic templates. The titania precursor, titanium isopropoxide, initially fills the pores of the template. When the infiltrated template is introduced to water hydrolysis and condensation reactions occur, resulting in an amorphous titania coating of the organic structure. The samples are dried and then calcined to achieve the highly porous titanium dioxide structures. The outer morphology is dependent on the form of the template, producing for example, films, spheres or tubes (Figure 1).

![Figure 1. Titanium dioxide porous structures produced using a filtration membrane, chromatography beads or polymer fibres as templates.](image)

The inner porosity of the titania structures is achieved by the coating of the original template with the inorganic. During the sol-gel process the amorphous titania forms at the surface of the template, leaving the open porosity of the template in the final titania structure. For example, although shrinkage occurs during the sol-gel process, the porous structure from a 2 wt % agarose gel can still be observed in the final TiO₂ material fabricated in the presence of the agarose gel template. A smaller pore is also observed when the sample has been calcined to induce crystallisation of the titania. This small pore results from interparticle crevices, and is in the mesopore range when anatase nanocrystals are produced.
The surface area of the porous titania structure can vary from 30 m$^2$g$^{-1}$ to over 100m$^2$g$^{-1}$ depending on the crystal size of the titania and the overall porosity of the materials produced. By introducing small quantities of a second metal oxide to the titania synthesis, leading to metal doping of the titania, the crystal phase behaviour of the material can be altered: This influences the final crystal size and therefore the surface area. For example, doping 4 wt % Al into the TiO$_2$ structure resulted in a decrease in crystal diameter from 30 to 20 nm, and an increase in surface area from 48 to 98 m$^2$g$^{-1}$.\(^3\)

Titanium dioxide has a wide range of applications, including as photocatalysts and electrodes in photovoltaic cells. As many of these applications require chemical reactions or physical interactions at the surface of the titanium dioxide, an increase in accessible titanium dioxide surface area would be expected to enhance the efficiency of the materials. We are currently studying how the controlled morphology, porosity and increased surface area influence the performance of the titania materials in the photodegradation of organic pollutants in aqueous solutions, and in photovoltaic devices.
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Helium ion microscope – high resolution, high contrast microscopy for nanotechnology
D. J. O’Connor
School of Mathematical and Physical Sciences, University of Newcastle, NSW 2308

The Helium Ion Microscope is the marriage of a crystal tip field ionisation source and an electron microscope column to attain high resolution images of surface and interfaces. The high brightness and small spatial distribution of the field ionisation source is used to create a 20keV He ion beam which is refocused onto surfaces. The higher mass of the projectile and the nature of secondary electron emission for energetic ions leads to a potential lateral resolution of 0.25 nm though so far the best obtained is 0.8nm.

The different electron emission resulting from ions compared to electrons leads to greater contrast in secondary electron mode and it is possible to image both surface and subsurface simultaneously. In lithography applications, the incorporation of He into a surface has no chemical impact to the subsurface region compared to other ion beam etching processes.

This instrument is still under development by Carl Zeiss SMT, Inc and new features incorporating chemical identification via elastic particle scattering are expected to be part of future options.
Next generation x-ray microspectroscopy: towards full-spectral XANES and high-throughput fluorescence imaging using massively parallel detector arrays and real-time spectral deconvolution
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Introduction

Present limits placed on synchrotron X-ray microprobe fluorescence imaging by detectors and data acquisition approaches result in poor image definition, defined as the number of pixels. The approach taken here aims to set the pixel count to suit the needs of the sample (between ~0.2-4 mega-pixels) and use a fast multi-parameter data acquisition approach, with each X-ray event tagged by X,Y position and detector number, and tight coupling with direct stage control, to accumulate full-spectral data for all pixels without imposing dwell time constraints per pixel.

The attraction of energy-dispersive detectors for imaging and trace analysis, which stems from high data-rates and full-spectral data collection, is tempered by the need to unravel the complex overlaps between interfering elemental signatures and detector artefacts, background and scattered beam. A method, called Dynamic Analysis (DA), has been developed [1] to deconvolute these overlapping signatures, which enables the elemental images to be projected successfully, even for trace elements and rare mineral phases. Moreover, the method lends itself to real-time imaging as the underlying matrix transforms can be executed on each X-ray event as it arrives.

The large dynamic range of imaging applications between major elements and trace elements at ppm levels leads to poor statistics for trace element images when a small number of detector elements are used due to the major elements setting the count rate limits in each detector. However, to improve trace element image quality means increasing the collection solid-angle of the detector system which increases overall count rates. This demands a large number of detector elements (hundreds) to maintain a manageable count rate in each detector channel and a data acquisition approach that can handle many millions of events per second.

Demands on fast scanning and high throughput data acquisition is further tested if 3D applications are to be tackled. These include X-ray absorption edge spectroscopy techniques, such as XANES imaging, and 3D fluorescence tomography. In these cases, we need to collect multiple full-spectral image frames, one for each step in $E_{\text{photon}}$ (for XANES) or $\theta$ (for tomography).

New Detector Concept

A new spectroscopy detector system is under development by BNL and CSIRO that combines a large planar Si detector array, custom pulse-processing ASICs, and a
pipelined, parallel processor with embedded DA image projection, which aims at large solid-angle, close coupling to stage control and count-rates approaching $10^8$ events/second, with full real-time processing and deconvoluted image projection [2,3]. The final concept aims for a 384 element detector array. This work reports on a series of tests using 32 and 96 element detector system prototypes.

The detector comprises low-leakage Si pad arrays under development at BNL [2], and CMOS application specific integrated circuits (ASICs) providing a 32 channel integrated low-noise preamplifier plus high order shaper with baseline stabilizer (HERMES [4]), and a 32 channel peak-detecting derandomizer and multiplexer (SCEPTER [5]) to enable time-over-threshold determination for pile-up detection and rejection. The detector pad array is wire-bonded to one or more 32 channel HERMES ASICs. The detector array (water cooled with additional Peltier cooling of the detector array to -35 °C) has demonstrated an energy resolution of 184 eV (Mn Kα).

Pulses from the SCEPTER ASICs representing both energy (E) and time-over-threshold (T) are digitized by dual 14-bit fast synchronous ADCs interfaced to the parallel processing engine HYMOD, developed at CSIRO for high speed instrumentation applications. HYMOD consists of a wide input data interface (128 bit), 166 MHz field programmable gate-array (FPGA) connected to 6 large static RAMs, a 166 MHz Motorola PowerPC co-processor, and ample fast serial (12 x 3.125 Gb/s) and Ethernet ports (2 x 1Gb/s). Code for the FPGA is developed using an in-house pipelined, parallel processing compiler called 3PL, and will handle pile-up rejection, energy calibration mapping, DA projection and directly drive the sample stage. The PowerPC handles image accumulation and display and in the final version will handle external control requests as an EPICS node. Tests of the HYMOD implementation of the DA algorithm, using a second HYMOD to simulate a detector data-source, have demonstrated event processing and real-time DA image projection at $10^8$ events per second.

The DA method builds a matrix transform to perform the task of spectral deconvolution of overlapping element spectra and detector artefacts [1]. The method was developed at CSIRO to project quantitative elemental images derived from proton induced X-ray emission (PIXE) data and has been extended to handle Synchrotron X-ray Fluorescence (SXRF) data [6]. The DA approach lends itself to real-time processing of detected X-ray counts on an event-by-event basis. Each event is tagged by detector number and current XY position of the sample stage for imaging (and potentially $E_{\text{photon}}$ for XANES and $\theta$ for fluorescence tomography). The detector number is used to select energy calibration tables appropriate for the detector to map channel number onto DA matrix column. This column provides the image increments for each elemental image at the current XY position. This close coupling of scan coordinates with data acquisition removes the common constraint of ~second dwell time per pixel, enabling high definition images to be collected with dwells of ~1 ms.

**Prototype Tests**

Prototype tests in late 2006 at the NSLS, beam-line X27A [8] demonstrated the concept using a 32 element prototype (called Maia-32) with the array wire-bonded to a single HERMES-SCEPTER pair. This experiment provided some illustrative examples, which featured short dwell per pixel (6 ms), mega-pixel images (up to 2000 x 2000 pixels) and real-time deconvolution into separated elemental images [7].
Recent tests in 2007 at X27A used a 96 element prototype (called Maia-96) with the array bonded to 3 HERMES-SCEPTER pairs and a faster stage. The geometry of this prototype test is shown in Fig. 3. These tests demonstrated (i) count rates up to 6 Mcps, (ii) dwell times as short as 0.8 ms (7.5 µm pixels), (iii) further mega-pixel images of geological and biological samples, which show extraordinary detail in major and trace elements (Figs. 1,2), and (iv) schemes designed to compress or filter the raw data-flow in anticipation of even higher rates with larger arrays.

Conclusions

Plans for a 384 detector system, integrating full-spectral data collection with high speed stage control and real-time data processing and image display are on track with successful tests of 32 and 96-channel prototypes at the NSLS, which featured mega-pixel imaging at dwell times as short as 0.8 ms and count rates up to 6 Mcps. Given the capabilities of the new system, the choice of pixel number and dwell time are now dictated by the needs of the applications and adequate counting statistics and not by data acquisition limitations.
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Fig. 1. Fe (left), Y (above) in iron-oxide nodules, Rose Dam, WA, imaged using the Maia-96 prototype detector array, NSLS beam-line X27A [8], 17.2 keV photons, 13 x 21 mm$^2$, 1625 x 2625 pixels at 5 ms/pixel.

Fig. 2 (right) Ca in stems of Acacia Aneura from Western Australia, imaged using the Maia-96 prototype detector array, beam-line X27A, 17.2 keV photons (9 x 17 mm$^2$, 1200 x 2267 pixels at 7.5 ms/pixel).

Fig. 3 (below) Layout of the 96 element detector (detector at 90° to the beam, target rotated -45°), showing its solid-angle at 20 mm from target. The final 384-element detector array will have 6-7 times larger effective solid-angle.
Extended interface analysis using high energy electron scattering
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Abstract
We demonstrate that high-energy, high-resolution reflection electron energy loss spectroscopy (REELS) can provide unique insights into interface formation, especially for the case where an extended interface is formed. By changing the geometry and/or electron energy the electronic structure is probed over a range of thicknesses. Simultaneously the elastically scattered electrons are resolved into different components, corresponding to scattering of atoms with different mass. Thus these high-energy REELS/elastic scattering experiments obtain information on both atomic composition and the electronic structure of the overlayer formed.

Introduction
Reflection energy loss spectroscopy (REELS) has long been used to study the interaction of electrons with a surface, and is an important tool to help understand photoemission, as the latter necessarily involves the transmission of electrons from the material under investigation into the vacuum. In this paper we present REELS spectra taken at energies up to 40 keV. As the mean free path of electrons increases with energy this allows us to probe rather thick layers. Here we want to demonstrate that high-energy REELS can be used as an in-house technique to study the electronic structure of thick layers. It is in this sense an alternative to high-energy photoemission, and is a method that could quite easily be adapted to even higher energies.

Interest in investigating the possibilities of these high-energy REELS measurement was triggered in part by the realization that the elastic peak splits up at high energies in different components, corresponding to electrons scattering of atoms of different mass [1]. This is because if an electron is scattered over a large angle, it transfers a significant amount of momentum to the scattering atom. If the momentum transferred to the atom is $\mathbf{q}$, then the corresponding (mean) recoil energy $E_r$, transferred from the electron to the atom is given by $E_r = \frac{q^2}{2M}$, with $M$ the mass of the atom. Thus, in favourable cases, the elastic peak splits up into different components, due to scatterers with different mass $M$ and the measured structure can be used to determine the surface composition. This technique is then often referred to as ‘electron Rutherford backscattering’ (ERBS) (see e.g. [2]), as it resembles (ion) Rutherford backscattering in many ways. REELS at high energies provides complimentary information to ERBS, mainly on the electronic structure, that is obtained simultaneously with ERBS data.

Experimental details
The main spectrometer is shown in Fig. 1. The spectrometer is equipped with two electron guns. Each gun emits electrons with 500 eV energy. The sample is surrounded by a high voltage sphere kept between 4.5 keV and 39.5 keV. Thus electrons with energies between 5 keV and 40 keV are scattered from the sample. After being decelerated and focused by a slit lens stack, the electrons enter a hemispherical analyser. At the exit of the analyser a two-dimensional detector was used allowing electrons in an energy window of $\approx 30$ eV to be detected simultaneously. For more details about the apparatus design see Refs. [3] and [4].
Data were taken with current less than 1 nA. Typically a spectrum was obtained over a 2-hr period. Samples were prepared in a separate UHV chamber by sputtering using Xe⁺ ions. Auger spectra taken after cleaning revealed no C or O at the surface. The sample was then transferred under UHV to the main spectrometer for the high-energy REELS measurements. Later aluminium was deposited onto the cleaned (Mo and Pt) surface by thermal evaporation from a boron carbon nitride composite crucible. This was performed in a dedicated evaporation chamber.

**Fig. 1.** An overview of the experimental configuration. If gun A is used the sample is positioned as shown and the scattering angle is 120°. Angle between the sample surface normal and incoming and outgoing trajectories is then 45° (but surface normal, incoming and outgoing trajectories are not in the same plane). If gun B is used (scattering angle 45°) the sample is rotated over angle α by 112.5°. The incoming and outgoing trajectories are now more glancing (both 67.5° with the surface normal).

**Results and Conclusion**

We want to investigate if we can use REELS for overlayer–substrate systems. In REELS one measures the energy distribution of the electronic excitations for an electron backscattered from a material. This distribution is a signature of the electronic structure. In a substrate–overlayer system one can identify two or more phases (overlayer, substrate and possibly one or more phases formed at the interface), each with its own electronic structure and hence loss function. By monitoring the structures of the loss function as a function of overlayer thickness we can probe which phases are present in the sample.

**Fig. 2.** A comparison of the raw (40 keV) REELS data obtained for Al deposition on Mo and Pt. For the Mo case the Al plasmon is clearly visible at the lowest coverage. However for Pt this is not the case. The difference between the high-energy spectra before and after deposition (lower panels) resembles the Al loss function in the case of deposition on Mo, but is completely different for deposition on a Pt sample. The structure appearing after evaporation near 2 eV energy loss is the Al elastic peak.

The simplest overlayer-substrate system is one where no reaction occurs, and the evaporated layer grows in a layer-by-layer mode. From the work of Kolaczkiewicz et al. it is known that Al grows (at low coverages) on Mo in a layer-by-layer mode [5].
We show spectra of Mo covered with thick (by electron spectroscopy standards) Al layers (40 Å and 80 Å) (Fig. 2). The spectra were, for convenience, normalized in such a way that they largely overlap for large energy loss values. For the Mo substrate the main effect of Al deposition is a sharp peak at 15.2 eV energy loss relative to the Mo elastic peak. 15.2 eV corresponds to the Al plasmon energy and this feature is thus attributed to electrons scattering from Mo for which either the incoming or outgoing electron excited an Al plasmon. The main features of the Mo energy loss spectra are still discernable. Thus the measured energy loss spectra for the Al/Mo system can be described, at least in first-approximation, as the sum of a Mo REELS spectrum and an Al REELS spectrum. Taking the difference of the spectra before and after Al deposition we see that the excess intensity corresponds to the energies of the Al bulk and surface plasmon.

The behaviour of Al deposition on Pt contrasts strongly with that seen for Al deposition on Mo. The Al-Pt system is known to form a surface alloy for thin layers at room temperature [6]. Our Pt results are shown in the right panels of Fig. 2. Now no sign of the Al plasmon is found. Above 30 eV energy loss and below 10 eV energy loss the features of the Pt loss function still stand out. From the difference spectrum it is clear that the excess intensity is centred around 20eV energy loss in a much broader peak (in comparison to the Al plasmon width). Increasing the coverage increases the difference before and after deposition, but the position and width of the peak in the difference spectrum does not change dramatically. We take the difference to be the rough shape of the loss function of an interface compound that is formed.

At very small energy loss (≈2 eV) an additional peak appears after Al deposition in the 40 keV REELS spectra. It is due to electrons scattering elastically from Al, rather than Pt or Mo. This additional peak appears at the recoil energy ($E_r$) predicted for Al. Thus it is attributed to a feature of the ERBS spectrum, not an additional inelastic energy loss feature. This Al peak appears, for identical coverage, more intense for evaporation on Mo, compared to that on Pt. This is not surprising as the Pt elastic cross section is much larger than the Mo elastic cross section, and the ERBS signal strength is, at least in first order, proportional to the elastic cross section (as all detected electrons have been scattered elastically). Hence the relative strength of the Al peak after 40 Å and 80 Å deposition is larger for the Mo substrate compared to the Pt substrate.

**Fig. 3.** Elastic region of the spectra taken at 150 Å and 600 Å Al coverage taken with gun A using a 20 keV (left panels) and a 40 keV (right panels) electron beam. The full line is a fit using two Gaussian peaks and a Shirley background. The main peak was aligned with the calculated recoil energy of Pt under these conditions.
To now investigate the ERBS signal we examine the region near the elastic peak in Fig. 3 we show the 150 Å and 600 Å cases as an example. At 150 Å coverage it is possible to get a good fit using two Gaussians separated by the calculated difference in recoil energy. However the area obtained from these fits depends very much on the background choice (we used a Shirley background for these fits). The situation has changed at 600 Å. Not only has the Al signal strength increased, but the Pt signal has become weaker due to attenuation in the Al layer (the latter is evident from the decrease of the total count rate in the elastic peak area for a given beam current). Now the peak separation can be left free in the fit, and indeed values very close to those calculated for the recoil energies are obtained, further confirming our interpretation of this feature at low energy losses. This also suggests that the single-scattering approximation is valid, i.e. the electrons are deflected over a large angle by one collision only. The relative intensity of the Al peak in the 20 keV measurement is stronger than in the 40 keV case, as at lower energy attenuation in the Al layer is stronger, and the thickness of the Pt layer that contributes effectively to the elastic peak is less.

We have described high-energy reflection electron energy loss experiments and confirm that these experiments are bulk-sensitive. Interfaces formed by evaporation of Al on the substrates were monitored by REELS over a large range of overlayer thicknesses using a range of energies. In this way one can vary the depth probed, and the picture obtained in this way gives clear insights in extended interface formation. Besides the dramatic changes in the REELS spectra it was found that deposition of Al on high Z substrates results in a splitting of the elastic peak, due to recoil effects. In general, the spectra are all very dependent on the electron energy, but, at least qualitatively, the spectra can be interpreted as the sum of the bulk loss functions of the materials that contribute (overlayer, substrate and reacted layer). Changes due to energy variations are then a simple consequence of a variation in probing depth. Hence it is clear that REELS at high energies is often a very convenient way of probing surface elemental composition as well as the electronic structure up to considerable depth (≈1000 Å in favourable cases). A prerequisite for this method is that the energy loss spectra of the overlayer and substrate have well-resolved distinguishing features.
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Abstract
Avalanche photodiode (APD) technology offers high sensitivity in the detection of visible light and x-rays based on the high internal charge gains. It is ideal for the measurement of ionization energies with very high sensitivity. It can potentially be used for the detection of single low-energy-heavy ion particles at keV energy range, especially for the detecting and controlling of 5-10 keV P⁺ single ion implantation events for the construction of Si:P based quantum bits. We used the method of ion-beam-induced-charge (IBIC) to investigate the internal charge gain and charge collection efficiency (CCE). We achieved a charge gain larger than 300 in commercial APDs through the IBIC measurement using MeV He⁺ ions. A special detector structure is outlined for counting keV single ion implantation events aiming for the construction of Si:P based quantum bits (qubits) and single-donor nano-devices.

Keywords: Avalanche photodiodes (APD), ion-beam-induced-charge (IBIC), charge collection efficiency (CCE), internal charge gain, ionization energy, keV single ion implantation, qubits, nano-devices

Introduction
We have established a single-ion-implantation method for the qubits construction based on the ionization energy measurement of single ion induced charge in silicon through using PIN detector structure [1-4]. The on-going project is aiming for the improvement of the detection limit of the ionization energy measurement by adapting the APD detector technology for the keV single ion detection.

APDs are conventionally configured to work in non-linear Geiger mode in most optical applications. The Geiger mode is for an operation with a maximum gain; the drawback is impossible to tell and reject pile-up events. The work presented here we successfully operated APD detectors in a linear mode with an output of signal pulse height linearly proportional to the ionization energy of the incident particles; this gave us an advantage of being able to distinguish single ion events from two or multiple ions pile-up events. We used the method of ion-beam-induced-charge (IBIC) to measure the internal charge gain and charge collection efficiency (CCE). We observed a strong correlation of internal charge gain with the ions implantation depth in avalanche detectors with a charge gain larger than 300 in commercially available APDs. An avalanche-PIN design structure is outlined for counting keV single ion events aiming for the construction of Si:P based qubits and single-donor nano-devices.

IBIC characterization of single ion detectors
IBIC imaging method in a nuclear Microprobe was applied in the characterization of the detectors. This IBIC method was previously used for a prototype of PIN detector’s optimization aiming for keV single ion detection [5]. The PIN detector structure and
its typical IBIC map revealing the charge collection efficiency is displayed in the Figure 1. The PIN detector has constant charge collection efficiency 100% at the device’s centre area with a wide range of bias voltages. The IBIC analysis was also applied to a selected commercial APD detector with increased bias voltages up to 160 V. Figure 2 displays a uniform CCE map indicating a charge gain of 2.0 with a bias voltage of 95 V. A structural defect was also evident in the CCE map. A further effort will be focused on modifying an existing PIN device by introducing an avalanche zone into the detector design for achieving a large internal charge gain (>1). IBIC analysis on the new devices will provide key information on the internal charge gain of the future avalanche-PIN (APIN) devices.

Large charge gain for single ions in APD devices

We used MeV He⁺ ion to measure the charge gain. The charge gain in the commercial APD detector is a strong function of the bias voltage. IBIC analysis using 2.0 MeV He⁺ ions was applied to the APD with bias voltages scanned from 10 to 160 V. The result of the charge gain versus bias voltage is displayed in Figure 3. The internal charge multiplication process was evident at a bias voltage above 60 V. The charge gain reaches above 10 at bias voltage of 150 V and larger than 300 at bias voltage above 155 V.
Construction of APIN device for Single ion implantation

It is not feasible to use commercial APDs for the single ion implantation application due to its metal coating and impurity doping at the device’s frontal area. We have developed a prototype of PIN detectors for the keV single ion implantation. It is possible to construct an avalanche zone at the backside of this type of PIN device for achieving a large internal charge gain. Figure 4 displays a layout of a proposed avalanche-PIN structure for the single ion implantation application.
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Towards a better understanding and prediction of the bremsstrahlung background in PIXE spectra
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Abstract

Murozono and Ishii et al recently published theoretical QFEB, SEB and AB bremsstrahlung cross sections which, when modified by typical X-ray detection efficiencies, provide excellent predictions of the backgrounds in PIXE spectra for a range of light target matrices.

Introduction

MeV ions impinging on solid targets produce bremsstrahlung radiation. For MeV ions on light to medium atomic numbered targets this radiation has at least three components; quasifree electron (QFEB), secondary electron (SEB) and atomic bremsstrahlung (AB)[1-4]. The QFEB process is represented schematically in Fig. 1. A target electron is scattered by the Coulomb field of the projectile producing bremsstrahlung x-rays. The cross section becomes large when the projectile velocity is much larger than the target electron velocity. The maximum energy transferred to the electron at rest is \(T_r=\frac{m_eE_p}{M_p}\). The SEB radiation is produced when the projectile ejects a target electron which is then scattered by the Coulomb field of another target nucleus. This process is shown in Fig. 2.

The maximum energy transferred to the target electron in this SEB process is \(T_m=4T_r=4\frac{m_eE_p}{M_p}\). The final bremsstrahlung process we consider here is AB shown in Fig. 3. This occurs when a bound target electron is excited to the continuum, by the projectile and then returns to its original bound state. This results in a continuous spectrum from a few eV to tens of keV depending on the bound state of the electron. Following Murozono et al [4] we only consider K and L shell bound states here. Typical cross sections for 3MeV protons on carbon for these three mechanisms are shown in Fig. 4. The QFEB process is significant below 2keV, SEB dominates the total bremsstrahlung cross sections from 2-8keV and AB becomes significant above 8keV x-ray energies. For 3MeV protons on carbon \(T_r=1.6\) keV and...
$T_m=6.5\text{keV}$ which is reflected well in the cross section fall off in the QFEB and SEB data of Fig. 4 (see vertical dashed lines). These bremsstrahlung cross sections are monotonic and continuous with X-ray energy and increase significantly with decreasing energies below 10 keV.

Particle Induced X-ray Emission (PIXE) experiments [5,6] are generally performed using 3MeV protons on carbon like matrices with silicon based detection systems. Fig. 5 shows the calculated detection efficiency for a typical Si(Li) detector with 25$\mu$m beryllium entrance window thickness and two different crystal dead layer thicknesses of 0.1$\mu$m and 0.5$\mu$m [7]. Discontinuities are produced in the detection efficiency at the Si K edges and the gold contact M edges as shown [8].

The drop in efficiency from 100% above 10 keV to less than 1% at 1 keV folds the cross section plots of Fig. 4 over below 2 keV, producing the classic measured PIXE bremsstrahlung shapes shown in the simulations of Fig. 6 for 3 MeV protons on thin carbon. The discontinuities at the Si Kedge and the gold contact layer M edges have been used by Cohen et al [8] to estimate the detector silicon dead layer and the gold contact layer thicknesses.

**Bremsstrahlung Yields**

Scaling the QFEB, SEB and AB cross sections of Murozono et al [4] and convoluting their sum over the 0-15keV X-ray energy region with the detection efficiencies of Cohen [7] we can calculate the total bremsstrahlung yields for different ions on selected targets. Fig. 7.
Fig. 7. Calculated bremsstrahlung yields for 100 µC of 3 MeV protons, using a detector with 80 µm Be window and solid angle of 1.3msr. All targets were 1,000 µgcm^{-2} thick.

Fig. 8. The variation in bremsstrahlung yields with target self absorption, using 5%, 25%, 50% and 100% of the target thickness for self absorption corrections on a Cu target.

shows such a calculation for 100µC of 3 MeV protons on 1,000 µgcm^{-2} Be, C, Si, Ca and Cu targets. Note the target thickness is much less than the proton range. These yields have been corrected for detection efficiency and self absorption of 3 MeV protons for all targets. As the target atomic number Z increases the X-ray yields increase in the 7-20 keV region. The peak in the bremsstrahlung shifting from 2 keV for Be to 4 keV for Cu targets is produced by self absorption in the target. This is clearly demonstrated by Fig. 8 where yields for 3 MeV protons on 1,000 µgcm^{-2} thick Cu are plotted as a function of the percentage depth at which the self absorption was calculated. Self absorption shifts the low energy cut off and the apparent peak in the yield to higher X-ray energies as the size of the correction increases with depth.

We have measured bremsstrahlung yields from a range of pure thin targets including Be and C. Fig. 9 shows such yields for 200 µC of 2, 3 and 4 MeV protons on 1,767 µgcm-2 thick carbon. For proton energies above 2.2 MeV on carbon an additional Compton scattered gamma ray background component appears in the spectrum above 10 keV. This can be adequately fitted by an exponential function in X-ray energy and subtracted off, leaving the pure bremsstrahlung component, between 0 and 10 keV, see Cohen et al [9].

The solid curves of Fig. 9 show the background shapes of these PIXE spectra were well fitted by the bremsstrahlung plus gamma ray backgrounds calculated above. Indeed Figs 10 and 11 show that this technique for bremsstrahlung prediction can be used to fit thin targets for compounds as well as pure elements. Fig 10 is the PIXE spectrum for 2.6MeV protons on thin Teflon. The Teflon was relatively very pure and hence the spectrum well represents bremsstrahlung background. The flat continuous background above 10keV was due to Compton scattered gamma rays from F(p,p'γ) reactions and was well fitted by an exponential function in x-ray
energy all the way down to zero keV. The solid curve under the experiment between 1
and 9 keV was the predicted bremsstrahlung background for (CF₂)₇ Teflon with only
one extra parameter for scaling its peak height to fit the experiment between 2 keV
and 3 keV. Closer inspection shows a good fit to the experimental shape, with
significant deviation only above 4 keV where the AB component maybe
underestimated by theory.

![Fig. 10. Comparison of experimental and theoretical
bremsstrahlung backgrounds for 2.6 MeV protons on
250 µgcm⁻² Teflon (CF₂)₇ target.]

![Fig. 11. Comparison of experimental and theoretical
bremsstrahlung backgrounds for 2.6 MeV protons on
1730 µgcm⁻² Kapton (C₂₂H₁₀N₂O₅)₇ target.]

This may be expected since the AB contributions calculated by Murozono et al [4]
only included the K and L shell target electrons and only transitions from these levels
to the continuum and back to the K or L shell. Whereas one might expect transitions
from inner shell target levels to the continuum (Radiative Ionisation, RI) may also
contribute in this X-ray energy region [2]. The excess counts in this region may be
due to pileup of the bremsstrahlung radiation with itself although experimental count
rates were kept low so that dead time corrections were typically well below 5% for
most runs.

Fig. 11 is a similar plot to Fig. 10 except for thin Kapton (C₂₂H₁₀N₂O₅)₇, this was
plotted on a linear scale so the background fit below the characteristic peaks for P, Cl,
K and Fe could be better assessed. Again the fit was excellent with the only fitting
parameter being a single scaling factor to match theory and experiment in the 3 keV
region where there were no characteristic X-ray peaks.

Summary

Theoretical QFEB, SEB and AB cross sections have been used to estimate the
experimental bremsstrahlung backgrounds found in typical thin target PIXE spectra of
pure elements for proton energies between 1 and 4 MeV. This has been extended,
again with good results, to compounds containing lighter elements like carbon,
oxygen, nitrogen and fluorine. If the Compton scattered gamma ray background was
simulated with an exponential function in X-ray energy, then the total background for
most common PIXE spectra were successfully modelled from first principals. These
concepts can now be included into standard PIXE analysis codes like PIXAN [10,11],
GUPIX [12,13] and GeoPIXE [14].
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Fully-automated counting of fission tracks in natural minerals for fission track dating and thermochronology

Andrew J.W. Gleadow¹, Stewart J. Gleadow¹, Barry P. Kohn¹ and Michael S. Krochmal³

¹School of Earth Sciences, University of Melbourne, Melbourne, Victoria 3010, Australia
³Autoscan Systems Pty Ltd, PO Box 112, Ormond, Victoria 3204, Australia

The automated counting and analysis of fission tracks in natural minerals has been one of the most long-sought goals in fission track dating. But despite extensive exploration of possible approaches, and some promising developments [eg 1-3], essentially all attempts up to this time have failed in one or more key aspects. There are specific challenges and difficulties to be overcome in the automated image analysis of spontaneous fission tracks in natural minerals. These include discriminating genuine tracks from non-track defects, resolving multiple track overlaps, and identifying small tracks in a background of similar-sized spurious features, such as surface dust particles and fluid inclusions. The optical variability of individual grains of natural minerals also poses challenges for digital image analysis systems that are inherently poor at pattern-recognition tasks compared to the eye and brain combination of a human operator. Developments in computing have largely solved other problems of image quality, lack of sufficient computing power, and of sufficient image storage.

Rapid advances in optical microscopy, such as confocal laser scanning microscopy, have so far had little impact on the imaging of etched fission tracks in minerals. Notwithstanding claims to the contrary [4], confocal microscopy has little benefit for the imaging of fission tracks because it remains inherently a reflected light technology at the present time. Some individual fission tracks are revealed superbly, but others are made almost invisible by this observation mode. This situation is not likely to change until a truly transmitted light confocal imaging system is developed. However, these developments have led to the emergence of a new generation of microscope control systems that now enable the acquisition of digital microscope images of unprecedented quality using conventional imaging modes in transmitted and reflected light.

Our digital image acquisition system is based on a Zeiss Axiotron microscope with motorized stage and focus mechanism, motorised objective nosepiece and light source shutters. All of the main microscope configuration functions are thus under computer control. To this set-up a Physik Instrumente PIFOC piezoelectric microscope-objective nanofocussing device has been added for the 100x objective. The PIFOC device is capable of positioning the objective lens with sub-nanometer resolution over a total scanned range of 100 µm with near-instantaneous response and no mechanical backlash. The motorised stage and focus motor are used for preliminary positioning of the specimen to previously-labelled points of interest. The PIFOC device is then used for precise control of focussing and highly stable image acquisition using an Olympus ColorView 1 CCD digital microscope camera with 3.3 megapixel resolution. Our procedure captures a surface-focussed reflected light image followed by a precisely spaced Z-stack series of images in transmitted light. This image series is then archived to disk before processing using a custom developed image analysis system based initially on the ImageJ cross-platform image analysis program. All custom software has been written in Java to maximise its cross-platform implementation.
We first concentrated attention on the problem of automating the fission track counting and our initial attempts centred on using the information in a Z-Stack sequence to resolve the problem of multiple track overlaps. Various approaches for projecting and analysing the Z-Stack were tried and, whilst some of these produced potentially useful information on track dimensions, they were processor intensive and most were ineffective at resolving overlaps. Our attention then turned to utilising the information in the reflected light image and from this we have developed a remarkably simple digital image analysis system that solves most of the typical track recognition and discrimination problems encountered in routine fission-track analysis in natural minerals.

We have called the method ‘Coincidence Mapping’ and it involves combining the reflected light image with a single transmitted light image, as shown in Figure 2. The transmitted and reflected light images (Figure 1, (a) and (b) respectively) are segmented by applying a custom developed thresholding routine to give the binary images of features (c) and (d). Inspection of Figure 1 shows that both kinds of binary images include spurious features that are not tracks. However the intersection of these two images obtained using a Boolean AND operation selects for the genuine track features and against spurious objects. The coincidence map, Figure 1(e), shows the selected features and (f) the rejected features from this analysis. The analysis is extremely efficient and takes only a few seconds to complete the analysis of images that may contain hundreds of tracks. Figure 1 illustrates fission tracks etched in a muscovite external detector but experience so far shows that the discrimination obtained with this method is also highly effective for counting spontaneous fission tracks in apatite.

The method is extremely effective at discriminating tracks from surface dirt and dust, polishing scratches, microlites and fluid inclusions. It is also remarkably effective at resolving multiple track overlaps even at track densities well beyond that which a human operator would normally attempt. The system achieves this success in resolving overlaps by capturing the higher spatial resolution of the track entrance pits.
in the reflected light image. At even higher track densities, where the reflected light pits themselves begin to overlap, we have used an analysis of the areas of the individual pit features to resolve the number of tracks represented by larger compound track features. In this way we have successfully been able to count track densities up to 5x10^7 cm^-2, well beyond the range that is normally countable in transmitted light by a human operator. We see no reason why this method should not work effectively up to track densities as high as 10^8 tracks cm^-2. The error rate in our experimentation so far is about the same or better than that achieved by a human operator counting in transmitted light. At high track densities the error rate is significantly lower.

We are now very confident that coincidence mapping will provide the first successful image analysis system for the fully-automated counting of fission tracks in natural minerals. Automated counting should significantly improve data quality in fission track dating through better counting statistics, measurement of additional track description parameters not currently collected, and increased objectivity in fission track analysis. The technique is extremely fast and promises a much more rapid sample throughput than can be achieved by a human operator. Combined with direct-uranium determination by laser-ablation ICP-MS [5], coincidence mapping will provide a revolutionary new approach to fission track dating. Automated measurement of track lengths is a more challenging problem that is not yet resolved, although several promising leads are being investigated.
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Abstract

Despite their wide application in construction and manufacturing, unprotected metals are largely unsuited to applications where they are exposed to moisture and potentially corrosive agents. This has led to the development of engineering solutions such as pre-painted galvanized steel strip and sheet, which combines chemical and mechanical protection against aggressive environments. However, if the integrity of this barrier is compromised, then the structural element – in this case the steel – may be exposed to progressive and irreversible deterioration leading ultimately to failure of specific performance criteria. In this paper we used the CSIRO-GEMOC nuclear microprobe to investigate in-situ, the nature of chemical reactions at the interface between the outer paint coating and the underlying hot-dipped galvanized layer in a specimen that has been exposed to extreme marine atmospheric conditions. By using 3 MeV protons, we were able to penetrate the outer paint coating, the underlying zinc plating, and the steel substrate below. The combination of layers acted to attenuate the X-ray yields from the Fe-rich substrate while permitting abundant counts from Cl-rich corrosion product compounds and dehydrated electrolyte beneath the paint coating to be detected with only a 125µm Be filter. We present a series of elemental images showing spatially, in extraordinary detail the physical degradation of the paint coating and the effects of corrosion processes.

Keywords: x-ray imaging, corrosion, galvanized steel, PIXE, nuclear microprobe

1. Introduction

Zinc coating is an economical means of protecting steel from the ravages of exposure to the elements. Galvanized steel products resist corrosion in two fundamentally different ways [1]. First, the zinc plating provides a mechanical barrier that prevents exposure of the steel substrate to moisture and potentially aggressive environments. Secondly, zinc acts as an active coating that provides sacrificial or galvanic protection. Modern protection of hot-dip zinc galvanized (HDG) steel products includes a paint coating which provides exceptional resistance to corrosion [2]. However, the finished coating may be damaged either during installation, or subsequently when the material is in use. If the integrity of the barrier system is compromised the steel may deteriorate and ultimately fail. HDG steel coated with an inferior paint or with imperfections, is susceptible to blistering when exposed to a corrosive ambient. Blistering is initiated by cathodic processes at the interface between the paint coating and the zinc layer. Chlorides form here through the corrosion of zinc in the area of the delaminated blister, and if the underlying steel is exposed, additional oxidation of zinc is introduced. The crucial property of zinc is that under these circumstances, it protects the steel from oxidation.

The spatial distribution of the elemental products and reactants provides clues to understanding of corrosion initiation [3] and allows us to better define the key characteristics of an effective paint coating. However, obtaining chemical information
about corrosion reactions buried beneath the paint topcoat (typically >25 µm) is a challenge, since removal of the coating without disturbing the elemental composition and distribution within the corrosion zone is rarely successful. [4] Nuclear microprobe analysis provides a method for capturing high resolution images of spatial variation in composition without the removal of the paint coating. The ion beam can penetrate through the topcoat to allow Proton Induced X-ray Emission (PIXE) from the “buried” steel substrate, the galvanized zinc layer and the corrosion product compounds. The arrangement of the layering in these samples coincidentally ensured that high X-ray yields resulting from both the Fe-rich and Zn-rich layers were sufficiently attenuated by the intervening paint coating. Use of a 125µm Be filter ensured optimum yield of easily attenuated Cl and Si X-rays.

2. Experimental Method
Panels of prepainted HDG steel sheet were exposed to a severe marine environment for 3 years. During this period, physical imperfections in the paint coating and poor wet adhesion between the zinc layer and the paint coating have formed the initiation points for blistering corrosion. For analysis using the CSIRO-GEMOC Nuclear Microprobe, a sample 1 cm in diameter was cut from the panel. Using the optical microscope capabilities of this microprobe, the scan region was readily positioned over a blister which presents as a distinctive feature resulting from corrosion product build-up under the paint coating. The scan region was selected to image both undamaged and blister regions of the sample. X-ray data for the sample was collected with a Canberra UltraGe X-ray detector fitted with a 125 micron Be filter. The ~1.8 micron, 3 MeV H⁺ beam at 0.1 nA was rastered in the Y-direction and the sample stage stepped in the X-direction to achieve a total scan of approximately 4 mm². Routine procedures are available within the GeoPIXE software package [5] to determine elemental concentrations from the raw spectra in the undamaged zone.

Layered targets require more detailed treatment to allow for the variation in composition with depth. Nevertheless, it is possible to image, in extraordinary detail, the transition from undamaged to the corroded zinc-paint coating interface whilst leaving the entire multilayer sample intact. For this investigation, we were primarily interested in the reduction of the zinc layer and the chloride distribution. However, regions of poorly constrained thickness (eg. the blister) meant that the PIXE spectrum did not provide sufficient information to model a complete analysis of a multi-compositional, layered specimen. To address this, a suite of experiments using progressively milled (removed) paint coating were conducted to characterise the response of both Zn and Fe X-rays to varying thicknesses of overlying material.

3. Results and Discussion
The organic-rich paint coating is characterised by Si, K, Ti and Cr. The X-ray element map for Ti is reproduced in Figure 4. TiO₂ is used to optimise a whole range of paint properties including colour, opacity, dispersion and durability [6]. With the exception of some small artefacts introduced by the combination of irregularities in the sample surface and the detector geometry (the detector is located to the right of the scan area at 135° to the beam), the concentration of Ti (and Si, K, Cr) is essentially unvarying over the entire element image. One can infer that the paint coating has not suffered significant wear nor chemical decomposition and thus does not appear to participate as a reactant in the corrosion process.
Figure 1: Schematic of the corrosion growth process following a breach in the paint topcoat of hot-dip galvanized steel substrate exposed to a corrosive ambient. The 3 MeV H⁺ ion beam is able to penetrate the ~25 micron topcoat and induced X-rays from the elements of interest (Cl and heavier) emerge through the topcoat to be detected.

In contrast, zinc in the HDG layer represented by the element map (Fig. 4) shows a number of features in both the undamaged and corroded regions, not all of which are related to the corrosion reaction. Cl (Fig. 4) is present under the paint coating in the form of corrosion product compounds and dehydrated electrolyte. A first order comparison of the Cl and Zn element maps highlights the significant lowering of Zn X-ray yield in those regions where Cl is present. With higher energy x-rays such as Zn (Kα - 8.64KeV), this reduced yield cannot be explained by attenuation in a modest thickness of corrosion products between the paint coat and an unaffected zinc layer. Modelling in GeoPIXE indicates that within the region of early de-lamination (Fig 1) characterizing the corrosion front, the loss of Zn yield is consistent with a reduction in thickness of the HDG layer on the order of 1.2 µm.

Figure 2: Elemental maps (Ti, Cl, Zn, Fe) of the propagating corrosion front obtained from the characteristic X-ray peaks. Corrosion propagated radially from the approximate centre of the scan region. Note the presence of a sub-vertical fabric in the Zn and Fe images, unrelated to the scan direction (see the single faulty scan line in the Cl image). The lower images are element maps draped over a derivative image generated from the Zn map [7] and highlight some of the element relationships.
Zinc-hydroxychlorides are formed by oxidation of zinc in aggressive marine atmosphere. Thus, a reduced thickness of zinc will generate a marked drop in Zn X-ray yield in the region coincident with the Cl element map. However, estimates of Zn loss using GeoPIXE are hampered by the variable and irregular thickness of the Cl-rich precipitate. Note that Cl appears in the element maps ahead of the external blister margin (Fig. 2) and may indicate that the maximum extent of delamination of the paint coating. Beyond this interface, Cl is absent. There are narrow zones of reduced Zn yield that might suggest the development of cellular features in the Zn. Enhanced Fe yields observed in Figure 4 would support thinning of the Zn in these areas. Since these regions do not generally coincide with the presence of Cl, it may be inferred that they are unrelated to the corrosion process and the cellular structure may be a result of the hot-dip galvanizing process.

Fe X-ray yields (Fig. 2) from within the steel substrate are sensitive to the amount of absorption represented by the overlying HDG zinc and paint layers (and the Cl-rich precipitate where present). Reduction of the zinc layer by the corrosion reaction generates enhanced Fe yields. The increase in Fe X-ray yield is most emphasised in the boundary zone where delamination has occurred but where there is insufficient space to precipitate large quantities of X-ray absorbing corrosion products such as those seen in the centre of the blister. GeoPIXE analysis, and modelling of varying paint coatings in our test samples, suggests that the variation in Fe yields in the boundary zone can be explained by variations in the thickness of the overlying materials (primarily Zn loss) with no loss of the steel substrate itself.

4. Conclusions

Nuclear Microprobe analysis can be used to rapidly investigate the distribution of key elements in the corrosion reactants and products normally obscured beneath a protective paint coating in layered substrates. For pre-painted, hot-dip zinc galvanized sheet, the layered construction permits high precision analysis over the element range Cl to Zn with minimal filtering to avoid detector saturation. The resultant x-ray element maps can be processed using established image analysis techniques which enable us to generate powerful interpretive images and our “layer thickness” experiments will further constrain quantification within the corroded regions. Characterization of the intact corrosion reaction assemblage through the topcoat using the nuclear microprobe provides a superior method for identifying the structure and spatial distribution of the corrosion reaction products. Precise determination of the spatial relationships between reaction components without disturbing the material is crucial for a deeper understanding of the mechanisms behind the corrosion reaction.
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